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This review article describes recent developments in the field of second-order nonlinear optical (NLO) polymers with specific focus on their characterization methods, materials synthesis, chromophore orientation techniques, and device applications. For the characterization techniques of NLO properties of organics and polymeric materials, electric field-induced second harmonic generation, hyper-Raleigh scattering, electro-optic coefficient measurement, etc. are discussed. The significant progress obtained from the authors’ investigations, resulted in various types of polymeric materials including dendrimers and organic-inorganic hybrids with specific structures of academic and technological significance which are presented here. To produce highly efficient macroscopic nonlinearity in NLO polymeric systems, several chromophore orientation techniques such as static field poling, photoassisted poling, all optical poling, contact and corona poling are also demonstrated. In addition, the prospects for practical applications of the NLO polymers in information technology are reviewed.
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### List of Abbreviations and Symbols

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>APC</td>
<td>amorphous polycarbonate</td>
</tr>
<tr>
<td>a</td>
<td>molecular polarizability</td>
</tr>
<tr>
<td>a.u.</td>
<td>arbitrary unit</td>
</tr>
<tr>
<td>b</td>
<td>molecular first hyperpolarizability</td>
</tr>
<tr>
<td>BOA</td>
<td>bond-order alternation</td>
</tr>
<tr>
<td>BSB</td>
<td>Babinet-Soleil-Bravais</td>
</tr>
<tr>
<td>c</td>
<td>light speed</td>
</tr>
<tr>
<td>d&lt;sub&gt;33&lt;/sub&gt;</td>
<td>nonlinear optical coefficient</td>
</tr>
<tr>
<td>DAST</td>
<td>4’-dimethylamino-N-methyl-4-stilbazolium tosylate</td>
</tr>
<tr>
<td>DC</td>
<td>direct current</td>
</tr>
<tr>
<td>DEAD</td>
<td>diethyl azodicarboxylate</td>
</tr>
<tr>
<td>Δε</td>
<td>dielectric constant dispersion</td>
</tr>
<tr>
<td>DFG</td>
<td>difference frequency generation</td>
</tr>
<tr>
<td>DMAc</td>
<td>dimethylacetamide</td>
</tr>
<tr>
<td>DMF</td>
<td>dimethylformamide</td>
</tr>
<tr>
<td>DMSO</td>
<td>dimethylsulfoxide</td>
</tr>
<tr>
<td>D-π-A</td>
<td>donor–π center–acceptor</td>
</tr>
<tr>
<td>DR 1</td>
<td>disperse red 1</td>
</tr>
<tr>
<td>DSC</td>
<td>differential scanning calorimetry</td>
</tr>
<tr>
<td>E</td>
<td>electric poling field strength</td>
</tr>
<tr>
<td>ε&lt;sub&gt;0&lt;/sub&gt;</td>
<td>low frequency dielectric constant</td>
</tr>
<tr>
<td>ε(2ω)</td>
<td>molar extinction coefficient of polymer at 2ω frequency</td>
</tr>
<tr>
<td>EFISH</td>
<td>electric field-induced second harmonic generation</td>
</tr>
<tr>
<td>esu</td>
<td>electrostatic unit</td>
</tr>
<tr>
<td>F</td>
<td>local field factor</td>
</tr>
<tr>
<td>FTC</td>
<td>tricyanofuran</td>
</tr>
<tr>
<td>G(θ)</td>
<td>Gibbs-Boltzmann distribution function</td>
</tr>
<tr>
<td>GHz</td>
<td>gigahertz (10&lt;sup&gt;9&lt;/sup&gt; Hz)</td>
</tr>
<tr>
<td>γ</td>
<td>molecular second hyperpolarizability</td>
</tr>
<tr>
<td>h</td>
<td>Planck’s constant</td>
</tr>
<tr>
<td>HLS</td>
<td>harmonic light scattering</td>
</tr>
<tr>
<td>HRS</td>
<td>hyper-Rayleigh scattering</td>
</tr>
<tr>
<td>Hz</td>
<td>hertz (1 Hz = s&lt;sup&gt;−1&lt;/sup&gt;)</td>
</tr>
<tr>
<td>I&lt;sub&gt;ω&lt;/sub&gt;</td>
<td>fundamental beam intensity</td>
</tr>
<tr>
<td>ITO</td>
<td>indium tin oxide</td>
</tr>
<tr>
<td>K&lt;sub&gt;i&lt;/sub&gt;</td>
<td>expansion coefficients</td>
</tr>
<tr>
<td>KWW</td>
<td>Kohlrausch-Williams-Watt</td>
</tr>
<tr>
<td>μ</td>
<td>dipole moment</td>
</tr>
<tr>
<td>μ&lt;sub&gt;0&lt;/sub&gt;</td>
<td>permanent dipole moment</td>
</tr>
<tr>
<td>LB</td>
<td>Langmuir-Blodgett</td>
</tr>
<tr>
<td>Symbol</td>
<td>Term</td>
</tr>
<tr>
<td>--------</td>
<td>------</td>
</tr>
<tr>
<td>MHz</td>
<td>megahertz ( (10^6 \text{ Hz}) )</td>
</tr>
<tr>
<td>MV</td>
<td>megavolt ( (10^6 \text{ V}) )</td>
</tr>
<tr>
<td>( M_w )</td>
<td>Molecular weight</td>
</tr>
<tr>
<td>( n )</td>
<td>refractive index</td>
</tr>
<tr>
<td>( N )</td>
<td>chromophore number density in polymer matrix</td>
</tr>
<tr>
<td>NLO</td>
<td>nonlinear optical</td>
</tr>
<tr>
<td>NMP</td>
<td>( N )-methylpyrrolidone</td>
</tr>
<tr>
<td>NPP</td>
<td>( N )-(4-nitrophenyl)-(S)-prolinol</td>
</tr>
<tr>
<td>OPO</td>
<td>optical parametric oscillator</td>
</tr>
<tr>
<td>( P )</td>
<td>macroscopic polarization</td>
</tr>
<tr>
<td>PC</td>
<td>polycarbonate</td>
</tr>
<tr>
<td>PEI</td>
<td>polyetherimide</td>
</tr>
<tr>
<td>Ph-TCBD</td>
<td>2-phenyl-tetracyanobutadienyl</td>
</tr>
<tr>
<td>PI</td>
<td>polyimide</td>
</tr>
<tr>
<td>PMMA</td>
<td>poly(methyl methacrylate)</td>
</tr>
<tr>
<td>PPPIF</td>
<td>poly[(phenyl isocyanate)-co-formaldehyde]</td>
</tr>
<tr>
<td>PQ</td>
<td>polyquinoline</td>
</tr>
<tr>
<td>PS</td>
<td>polystyrene</td>
</tr>
<tr>
<td>PU</td>
<td>polyurethane</td>
</tr>
<tr>
<td>QPM</td>
<td>quasi-phase matched</td>
</tr>
<tr>
<td>( r_{33} )</td>
<td>electro-optic (E-O) coefficient in the direction of the applied electric field</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>wavelength</td>
</tr>
<tr>
<td>RT</td>
<td>room temperature</td>
</tr>
<tr>
<td>SG</td>
<td>sol-gel</td>
</tr>
<tr>
<td>SHG</td>
<td>second harmonic generation</td>
</tr>
<tr>
<td>TCN</td>
<td>tricyano</td>
</tr>
<tr>
<td>( T_g )</td>
<td>glass transition temperature</td>
</tr>
<tr>
<td>THF</td>
<td>tetrahydrofuran</td>
</tr>
<tr>
<td>THG</td>
<td>third harmonic generation</td>
</tr>
<tr>
<td>UV</td>
<td>ultraviolet</td>
</tr>
<tr>
<td>( V_m )</td>
<td>amplitude of modulation voltage</td>
</tr>
<tr>
<td>( V_p )</td>
<td>half-wave voltage</td>
</tr>
<tr>
<td>( \chi^{(1)} )</td>
<td>linear optical susceptibility</td>
</tr>
<tr>
<td>( \chi^{(2)} )</td>
<td>second-order nonlinear optical susceptibility</td>
</tr>
<tr>
<td>( \chi^{(3)} )</td>
<td>third-order nonlinear optical susceptibility</td>
</tr>
<tr>
<td>( \omega )</td>
<td>angular frequency</td>
</tr>
</tbody>
</table>
1 Introduction

Since the late sixties organic molecules have attracted an increasing amount of interest due to their potential applications in nonlinear optical (NLO) devices, and in particular in second-order nonlinear optics. This interest is motivated not only by the large NLO response, but also by the versatility, ease of processing, and possibility of tailoring the physicochemical properties by the molecular engineering approach. It is well known that the organic molecules, due to their enhanced hyperpolarizability, exhibit large, fast, electronic in origin, second-order nonlinear NLO response and may be processed into good optical quality thin films and single crystals.

The nonlinear optical properties arise from the ability of molecules and atoms to change, in a nonlinear way, their polarization under the external forcing field \(E\). At the molecular level, the induced variation of the dipole moment \(\mu\) may be developed into the electric field power series giving variation of molecule dipole moment:

\[
\mu - \mu_0 = K_1 \alpha : E + K_2 \beta : EE + K_3 \gamma : EEE + \ldots \tag{1}
\]

where the expansion coefficients are three-dimensional tensors describing molecular polarizability \(\alpha\), molecular first \(\beta\) and second hyperpolarizability \(\gamma\). The expansion coefficients \(K_i\) in Eq. (1) depend on units and conventions used for the Fourier transform of the electric field as well as on whether the permutation factors arising from the degeneracy of electric field are, or not, taken explicitly into account. Hereafter, we use a convention in which these factors are taken explicitly into account and a coefficient of 1/2 is used in the Fourier transform of the electric field [1]. The electric fields appearing in Eq. (1) are local fields, which differ from the applied external fields due to the screening by an internal field.

Similar development obeys also in the laboratory reference frame. Again, under the external forcing field the medium polarization \(P\) can be expanded, within the dipolar approximation in the power series of the external forcing field \(E\) giving

\[
P = P_0 + K_1 \chi^{(1)} : E + K_2 \chi^{(2)} : EE + K_3 \chi^{(3)} : EEE + \ldots \tag{2}
\]

where the development coefficients \(\chi^{(n)}\) are three-dimensional \((n + 1)\) rank tensors describing linear \(\chi^{(1)}\) and NLO response \(\chi^{(2)}, \chi^{(3)}, \ldots\) of material in the laboratory reference frame. The factors \(K_i\) have the same meaning as in Eq. (1).

As it is seen from Eqs. (1) and (2) the values of molecular hyperpolarizabilities and macroscopic susceptibilities, within a given system of units, depend directly on the conventions used. Therefore, it is important when comparing data coming from different determinations or with theoretical calculations to ensure what kind of conventions were used.
For centrosymmetric materials, all odd rank tensors $\chi^{(2)}, \chi^{(4)}, \ldots \equiv 0$ and for centrosymmetric molecules, all odd rank molecular hyperpolarizabilities $\mu, \beta, \ldots \equiv 0$. Thus, the search for new materials for second-order NLO applications consists on the synthesis of highly efficient, noncentrosymmetric molecules such as charge-transfer molecules (or more recently octupolar molecule [2, 3]) and assembling these molecules into noncentrosymmetric bulk materials: polymer thin films or single crystals, depending on targeted application. The former approach is called molecular engineering while the latter is called material engineering. Both aspects will be reviewed and discussed in this paper, along with a short description of characterization techniques and device applications.

2 Second-Order NLO Properties Characterization Techniques

Several techniques were developed for the characterization of nonlinear optical properties of molecules and of bulk materials. The microscopic hyperpolarizabilities are obtained from the macroscopic ones by using corresponding relationships between them. This is not always straightforward because of the complicated character of the dependence between these quantities (cf. Chapter 3). However, due to the molecule and bulk material symmetry and the Kleinman relationships, the number of the nonvanishing $\beta$ and $\chi^{(2)}$ tensor components (27 in general) is strongly reduced. In particular, of the charge-transfer molecules considered here, the $\beta_{zzz}$ component in the charge-transfer direction is enhanced and the others can be neglected.

2.1 Molecular Level

Basically, three techniques are used for determination of the first hyperpolarizability $\beta$ tensor components:

(i) Electric field-induced second harmonic generation
(ii) Hyper-Raleigh scattering (HRS)
(iii) Solvatochromism

We will shortly describe only the first two techniques. Solvatochromism [4] is a very crude technique and gives approximate values of $\beta$ only. The values depend on the solvent used (interaction between solvent and solute molecules), arbitrary parameters such as cavity radius, and on the validity of the two-level model [5].
2.1.1

**Electric Field-Induced Second Harmonic Generation**

The first common method for molecular first hyperpolarizability determination is the electric field-induced second harmonic generation (EFISH) technique in solution [6–10]. This technique can be applied only to dipolar molecules. Under an applied external electric field, molecules in solution orient approximately in the direction of the field giving rise to second harmonic generation. The measured third-order nonlinear optical susceptibility is given by the following expression:

\[ \chi^{(3)}(-2\omega; \omega, \omega, 0) = NF \left[ \gamma(-2\omega; \omega, \omega, 0) + \frac{\mu_Z \beta_Z}{5kT} \right] \quad (3) \]

where \( z \) is the direction of the molecule dipole moment (usually the direction of the charge transfer axis), \( N \) is the number density of solute molecules and the second hyperpolarizability is given by

\[ \gamma(-2\omega; \omega, \omega, 0) = \frac{1}{2} \left[ \gamma_{xxxx} + \gamma_{yyyy} + \gamma_{zzzz} + 2(\gamma_{xxyy} + \gamma_{xxzz} + \gamma_{yyzz}) \right] \quad (4) \]

The vector part of the first hyperpolarizability tensor is given by

\[ \beta_z(-2\omega; \omega, \omega) = \beta_{zzz} + \beta_{zzx} + \beta_{zzy} \quad (5) \]

Thus, in this technique one measures only the vector part of \( \beta \). As already mentioned, in the case of charge-transfer molecules under consideration here, the \( \beta_{zzz} \) component is strongly enhanced and the other components intervening in Eq. (5) are negligible.

The local field factor \( F \), intervening in Eq. (3) takes account of the already-mentioned screening effects and is given by

\[ F = (f_\omega)^2 f_{2\omega} f_0 \quad (6) \]

where

\[ f_\omega(2\omega) = \frac{(n_\omega(2\omega))^2 + 2}{3} \quad (7) \]

and

\[ f_0 = \frac{\varepsilon_0 \left[ (n_\omega(2\omega))^2 + 2 \right]}{(n_\omega(2\omega))^2 + 2\varepsilon_0} \quad (8) \]
where \( \varepsilon_0 \) is the low frequency dielectric constant.

The second hyperpolarizability \( \gamma(-2\omega;\omega,\omega,0) \) on the right-hand side of Eq. (3) is usually neglected with respect to the orientational \( \beta \) term. This is almost justified in the case of small, weakly conjugated molecules, as \( \gamma(-2\omega;\omega,\omega,0) \) increases much stronger with conjugation length than \( \beta(-2\omega;\omega,\omega) \). This assumption is not satisfied in the case of more conjugated molecules. In that case, the second hyperpolarizability \( \gamma(-2\omega;\omega,\omega,0) \) has to be determined by other techniques, for example, third harmonic generation (THG). As a matter of fact, the THG technique gives the \( \gamma(-3\omega;\omega,\omega,\omega) \) hyperpolarizability which differs from that intervening in Eq. (3) because of conventions and different dispersion laws. A correct approach consists of the measurement of the \( \gamma(-3\omega;\omega,\omega,\omega) \) spectrum. Then, by applying the essential state model, one can determine different dipolar transition moments and differences of dipolar moments between fundamental and excited states in the case of noncentrosymmetric molecules. This can then be used to calculate the \( \gamma(-2\omega;\omega,\omega,0) \) term at a given (measurement) frequency \([5,11,12]\). More details on the EFISH technique can be found in a critical review by Kajzar \([9]\).

2.1.2 Hyper-Rayleigh Scattering

Hyper-Rayleigh scattering (HRS) or harmonic light scattering (HLS) \([13–15]\) is a relatively simple technique allowing determination of different components of first hyperpolarizability \( \beta \) without molecular orientation. Thus, the measurements may be performed on molecules with no permanent dipole moment such as the already-mentioned octupolar molecules. The measurements are done in solution, and the scattered light intensity in the \( y \)-direction for the \( z \)-polarized incoming beam is given by \([15]\):

\[
I_{2\omega}^{z} = g \left[ N_s \left\langle \beta_{zzz}^2 \right\rangle_s + N_p \left\langle \beta_{zzz}^2 \right\rangle_p \right] e^{-\varepsilon(2\omega)lN_p I_{2\omega}^{\omega}}
\]

\[
I_{2\omega}^{x} = g \left[ N_s \left\langle \beta_{zxx}^2 \right\rangle_s + N_p \left\langle \beta_{zxx}^2 \right\rangle_p \right] e^{-\varepsilon(2\omega)lN_p I_{2\omega}^{\omega}}
\]

where \( N_s \) and \( N_p \) are number densities of the solvent (s) and solute (p), respectively, \( \varepsilon(2\omega) \) is the molar extinction coefficient of polymer at 2\( \omega \) frequency and \( l \) is an effective optical path. The factor \( g \) in Eqs. (9) and (10) takes account of local fields and geometrical factors, and the averages are given by:

\[
\left\langle \beta_{zzz}^2 \right\rangle = \frac{1}{7} \sum_i \beta_{iii}^2 + \frac{6}{35} \sum_{i \neq j} \beta_{iii} \beta_{ij} + \frac{9}{35} \sum_{i \neq j} \beta_{ij}^2 + \frac{6}{35} \sum_{i,j,k,cyclic} \beta_{ik} \beta_{jk} + \frac{12}{35} \beta_{jk}^2
\]
Although, \textit{a priori}, there are a large number of $\beta$ tensor components intervening in Eqs. (9)–(12) for the limited amount of experimental data, their number is usually limited by molecular symmetry and Kleinmen conditions. Moreover, some of the components can be neglected with respect to others.

The $\beta$ tensor components are obtained from the slope of the scattered light intensity at harmonic frequency versus the square of the fundamental beam intensity, measured for different polarization configurations. The value of the $g$ parameter intervening in Eqs. (9)–(11) is obtained by calibration with a solvent of known $\beta$ value. These HRS measurements have to be done very carefully, as other processes such as two-photon-induced fluorescence, Raman, and higher order NLO processes can contribute to the measured HRS signal. Actually, the use of the time-resolved technique with femtosecond pulses allows for the separation of photons coming from the harmonic generation of the others.

2.2

Macroscopic Level

Principally two techniques are used to measure the second-order nonlinear optical susceptibilities. These are:

(i) Second harmonic generation

(ii) Linear electro-optic (Pockels) effect

Both can be done on single crystals and on oriented thin films. The former yields $\chi^{(2)}(-2\omega;\omega,\omega)$ susceptibility, while the latter $\chi^{(2)}(-\omega;\omega,0)$. Depending of the relative orientation of the incident and output fields with respect to the crystal (or thin film) symmetry axes, different components of both susceptibilities can be obtained. The SHG technique is also often used to study the kinetics of orientation and relaxation processed by in situ measurements [16].

2.2.1

Second Harmonic Generation

The second harmonic generation is a coherent technique giving the fast, electronic in origin, second-order NLO susceptibility $\chi^{(2)}(-2\omega;\omega,\omega)$ at a given, measurement frequency $\omega$. Here, we limit the discussion to poled films, with $\infty$ mm symmetry, which exhibit two nonzero $\chi^{(2)}$ tensor components: the diagonal $\chi^{(2)}_{zzz}(-2\omega;\omega,\omega)$ and the off diagonal $\chi^{(2)}_{xzx}(-2\omega;\omega,\omega)$, where $Z$ is the poling (preferential orientation) direction. Usually, thin films are deposited on one side of substrate only (thin film deposited on both sides is discussed in Swalen and Kaj-
zar [17]). The thin film with substrate is mounted on a goniometer. The SHG intensity is collected as function of the incidence angle $\theta$, rotating thin film with substrate around an axis perpendicular to the beam propagation direction and coinciding with it. For the poled thin film symmetry (poling direction perpendicular to the thin film surface) the harmonic intensity is given by (neglecting multiple reflection effects):

$$I_{2\omega}^{fh} = \frac{\pi^2}{2\varepsilon_0} \left[ \frac{\chi_{fh}^{(2)}(-2\omega;\omega,\omega)}{\Delta \varepsilon} \right]^2 \left[ P_{fh}(\theta) \right]^2 \left[ T_{fh}(\theta) \left( e^{i\Delta \phi} - 1 \right) \right]^2 (I_{\omega})^2$$  \hspace{1cm} (13)

where $T_{fh}$s are transmission and boundary condition factors for a given fundamental ($f$) and harmonic ($h$) polarization configuration, $I_{\omega}$ is the fundamental beam intensity and $\Delta \varepsilon = n_{\omega}^2 - n_{2\omega}^2$ is the dielectric constant dispersion.

As already mentioned, the SHG measurements are done in the fundamental ($f$) and harmonic ($h$) polarization configuration, starting with the s-polarized fundamental and p-polarized harmonic beams. In that case the projection factor is given by:

$$P_{ssp} = \chi_{ssp}^{(2)} \sin \left( \theta_{2\omega}^p \right)$$  \hspace{1cm} (14)

By using appropriate calibration (e.g., a quartz single-crystal plate) the off diagonal susceptibility $\chi_{ssp}^{(2)}$ (or $\chi_{sp}^{(2)}$ or $d_{sp} = \frac{1}{2} \chi_{sp}^{(2)}$) can be deduced directly from these measurements. Then, by doing the SHG measurements at p-p fundamental harmonic beam configuration, for which the projection factor is given by:

$$P_{ppp} = \chi_{ppp}^{(2)} \sin \left( \theta_{2\omega}^p \right) \sin^2 \theta_{2\omega}^p + \chi_{ssp}^{(2)} \left( \sin 2\theta_{2\omega}^p \cos \theta_{2\omega}^p + \sin \theta_{2\omega}^p \cos^2 \theta_{2\omega}^p \right)$$  \hspace{1cm} (15)

one can determine the diagonal $\chi_{ppp}^{(2)}$ (or $\chi_{pp}^{(2)}$, or $d_{pp} = \frac{1}{2} \chi_{pp}^{(2)}$) susceptibility tensor component, substituting into Eq. (15) the previously determined $\chi_{ssp}^{(2)}$ term with an appropriate calibration. $\Delta \phi$ in Eq. (13) is the phase mismatch between fundamental and harmonic beams and $T_{fh}$ is a global transmission factor [17].

2.2.2

Linear Electro-Optic Effect

The linear electro-optic effect arises from the ability of a material medium to change its refractive index under the action of an external electric field. This variation is proportional to the external field strength

$$\delta n_{ij} = p_{ij}F_j$$  \hspace{1cm} (16)
where the Pockels tensor components $p_{ij}$ are related to the second-order NLO through the following relationship [10]:

$$p_{ij} = \frac{\chi^{(2)}_{ij}(-\omega;\omega,0)}{n_{ii}}$$

(17)

Often, phenomenologically, one uses the linear electro-optic coefficient $r_{ij}$ which is also directly related to the electro-optic susceptibility:

$$r_{ij} = \frac{2\chi^{(2)}_{ij}(-\omega;\omega,0)}{n_{ii}^3}$$

(18)

Several techniques have been developed to measure the electro-optic susceptibility of single crystals or thin films. All are based on the measurement of variation of the refractive index of a material induced by the applied external field. We will shortly describe the modulation ellipsometry technique [18, 19], which is relatively simple in use and can be applied to thin films, provided that some precautions are undertaken [20].

For a multilayer structure (thin film sandwiched between two electrodes) (Fig. 1) in reflection (the second electrode is then opaque), the reflected (similar measurements can be done also in transmission) beam intensity is given by:

$$I_r = I_i \sin^2 \left( \Psi_{ps} + \Psi_B \right)$$

(19)

![Fig. 1. Schematic representation of multilayer structure and experimental set-up for E-O coefficient measurements by the modulation ellipsometry technique](image-url)
where $\Psi_{ps}$ is the phase mismatch inside the film between s and p waves given by:

$$
\Psi_{ps} = \frac{4\pi l}{\lambda} \left[ \frac{n_0}{n_e} \sqrt{n_e^2 - n_a^2 \sin^2 \theta_a} - \sqrt{n_0^2 - n_a^2 \sin^2 \theta_a} \right]
$$

where $n_{o(e)}$ is the ordinary (extraordinary) index of refraction, $n_a$ is the refractive index of the surrounding atmosphere, $\theta_a$ is incidence angle, and $\Psi_B$ is the phase mismatch between s and p waves induced by the Babinet-Soleil-Bravais (BSB) compensator (for details see [10]), introduced in the optical path and $l$ is the thin film thickness. The BSB is set in such a way as to get the maximum derivative of the transmitted intensity (points A and B in the transmission curve, Fig. 2).

$$
\frac{\partial I_r}{\partial E} = \sin \left[ 2(\Psi_{ps} + \Psi_B) \right] \frac{\partial \Psi_{ps}}{\partial E}
$$

Fig. 2. Variation of the reflected intensity (normalized to the incident intensity) as a function of the phase mismatch induced by the external electric field ($\Psi_{ps}$), and by BSB ($\Psi_B$).

What happens for the case of $\Psi_{ps} + \Psi_B = \pm \pi/2$? From the derivative $\frac{\partial \Psi_{ps}}{\partial E}$ in Eq. (21) and in the case of small anisotropy in the film ($n_o = n_e = n$), one can directly obtain the electro-optic coefficient by measuring the amplitudes of modulation $I_m^A$ and $I_m^B$ at points A and B, respectively, to get the real (r) and imaginary (i) parts [20] of the diagonal $r$ tensor component ($r = r^r + r^i$):

$$
r_{33}^r = \frac{I_m^A - I_m^B}{FI_i V_m}
$$

$$
r_{33}^i = \frac{I_m^A + I_m^B}{FI_i V_m}
$$
where

\[ F = \frac{4\pi}{3\lambda} \frac{n^2 n_a^2 \sin^2 \theta_a}{\sqrt{n^2 - n_a^2 \sin^2 \theta_a}} \]

and \( V_m \) is the amplitude of modulation voltage. In deriving Eqs. (22)–(24), for the sake of simplicity, it is assumed that the ratio \( r_{33}/r_{13} = 3 \), as it is in the case of moderately poled polymer thin films (gas-phase model).

As already mentioned, the reflection modulation technique is relatively simple but for thicker or absorbing thin films it becomes much more complicated due to the multiple reflection effects in the used multilayer structure (Fig. 1) which may lead to erroneous results, if not correctly taken into account [10, 20]. In that case, the measurement of the incidence angle dependence of the modulation intensity is required. Through a correct analysis of experimental data one can get both real and imaginary parts of \( r \), as well as its anisotropy (\( r_{33} \) and \( r_{13} \) tensor components).

3 Polymeric Materials for Second-Order Nonlinear Optics

It is well known that the second-order NLO properties originate typically from noncentrosymmetric alignment of NLO chromophores in poled polymers. To obtain device-quality materials, three stringent issues must be addressed [21]: (i) design and synthesis of high \( \mu\beta \) chromophores and realization of large macroscopic E-O activity in the chromophore-incorporated polymers; (ii) maintenance of long-term temporal stability in the E-O response of the poled materials in addition to their high intrinsic stability toward the environment such as heat, light, oxygen, moisture, and chemicals; (iii) minimization of optical loss from design and processing of materials to fabrication and integration of devices. From the point of viewing the distribution and bonding types of NLO chromophores in polymers, the polymeric materials for second-order NLO can be divided into guest-host type polymers, linear-type (side-chain and main-chain) polymers, crosslinked-type polymers, hyperbranched and dendritic polymers, and organic-inorganic hybrids.

3.1 Guest-Host-Type Polymers

Quantum mechanical analysis based on a simple two-level model [22] and bond-order alternation (BOA) principle exploiting aromaticity [23] have worked surprisingly well in providing useful structure/property relationships for the design of chromophores with ever improving molecular hyperpolarizability. Table 1 provides some representative examples with improved molecular optical nonlinearity developed over the past decade. It has been shown that very large nonlinearities...
can be achieved by combining heterocyclic conjugating units, such as thiophene with tricyanovinyl [24] or [3-(dicyanomethylidene)-2,3-dihydrobenzothiophen-2-ylidene-1,1-dioxide] electron acceptors [25], or by employing extended polyene π-bridged systems with strong multicyano-containing heterocyclic electron acceptors [26,27]. For many years, it had been suggested that E-O polymers could show electro-optic coefficients ($r_{33}$) much larger than that of the technologically important crystal, lithium niobate (LiNbO$_3$). By using several highly nonlinear molecules such as 5 [25], 6, 7 [28], and 8 [29] shown in Table 1 in several low-glass transition temperature ($T_g$) polymers, such as poly(methylmethacrylate) (PMMA) and polycarbonate (PC), it was shown that very large E-O coefficients ($r_{33} > 60$ pm V$^{-1}$, measured at 1.3 µm) were achievable. This is twice the value for lithium niobate (31 pm V$^{-1}$).

The molecular orientation in the poled polymers is thermodynamically unstable and quickly decays in low-$T_g$ polymers such as PMMA, resulting in a greatly reduced nonlinearity. However, if the $T_g$ of the polymer is roughly 150–200 °C above the ultimate operating temperature, decay of the orientation would be negligible over the device lifetime. Many kinds of NLO chromophores were incorpor-

<table>
<thead>
<tr>
<th>NLO chromophore</th>
<th>$\mu\beta$ ($10^{-48}$ esu) at 1907 nm</th>
<th>$\mu\beta$ ($10^{-48}$ esu) at 1907 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>580</td>
<td>13,500</td>
</tr>
<tr>
<td></td>
<td>$r_{33}$ = 13 pm V$^{-1}$ at</td>
<td>$r_{33}$ = 55 pm V$^{-1}$ at</td>
</tr>
<tr>
<td></td>
<td>1330 nm (30% wt. in PMMA)</td>
<td>1330 nm (20% wt. in PC)</td>
</tr>
<tr>
<td>6</td>
<td>6200</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$r_{33}$ = 30 pm V$^{-1}$ at</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1330 nm (25% wt. in Polyimide)</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>9800</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$r_{33}$ = 45 pm V$^{-1}$ at</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1330 nm (25% wt. in PQ-100)</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>$r_{33}$ = 36 pm V$^{-1}$ at</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1330 nm (25% wt. in PQ-100)</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. The $\mu\beta$ values for representative NLO chromophores and $r_{33}$ values for their guest-host polymers.
rated as guests in high-$T_g$ polymers, such as polyimide and polyquinoline thin films. After poling, the polymer showed much improved long-term stability at elevated temperatures. This was first demonstrated with a commercial polyimide and NLO chromophore [30], and later with highly nonlinear heteroaromatic chromophores that were developed by Jen et al. using donor-acceptor substituted thiophene-containing conjugated units. The chromophore 2 was stable enough to sustain both imidization (30 min at 200 °C) and poling (10 min at 220 °C) conditions [31]. Through the use of high-$T_g$ polyimide and a physical aging process, this guest–host NLO polymer had long-term stability at elevated temperatures of 120 °C and 150 °C for more than 30 days, with the electro-optic coefficient maintained at 80% (60%) of its initial value.

A similar but more active chromophore 3 (RT-9800) was also incorporated as guest in a rigid-rod, high-temperature polyquinoline (PQ-100) (Scheme 1) [32]. Poling results from the guest–host polyquinoline thin films showed both exceptionally large electro-optic activity and long-term stability at 85 °C. After an initial drop from 45 to 26 pm V$^{-1}$ in the first 100 hours, the electro-optic coefficient remained at 26 pm V$^{-1}$ for more than 2000 hours (Fig. 3).

The experimental value of $r_{33}$ also agrees fairly well with the predicted value of 48 pm V$^{-1}$ that was calculated from $\mu \beta$ by using a two-level model suggested by Katz and Singer et al. [33], after accounting for dispersion effects from both the EFISH and electro-optic measurements. The $r_{33}$ is expressed as:

$$r_{33} = \frac{4}{n^4} N (f_\omega)^2 (f_0)^2 \left( \frac{\mu \beta}{5kT} \right) E_p \left[ \frac{F_1(\omega_0, \omega')}{F_2(\omega_0, \omega)} \right]$$  \hspace{1cm} (a)

where $N$ is the number density of the chromophores, $n$ is the index of refraction, $f_0$ and $f_\omega$ are the local field factors

$$f_0 = \varepsilon \left( n^2 + 2 \right) / \left( n^2 + 2 \varepsilon \right) \quad f_\omega = \left( n^2 + 2 \right) / 3$$  \hspace{1cm} (b)

and $F_1$ and $F_2$ are the dispersion factors

$$F_1(\omega_0, \omega') = \omega_0^4 \left[ \left( \omega_0^2 - \omega^2 \right) \left( \omega_0^2 - 4\omega'^2 \right) \right]$$  \hspace{1cm} (c)

Scheme 1
Here \( \omega' \) is the optical frequency used in the EFISH measurement, \( \omega \) is the frequency adopted in the electro-optic measurement, and \( \omega_0 \) is the transition energy between the ground state and first excited state of the chromophore.

In the continuous quest for chromophores that possess both large molecular nonlinearity and good stability, Wu and Jen et al. [34] have developed another series of highly efficient, thermally and chemically stable chromophores such as 4, based on the 2-phenyltetracyanobutadienyl (Ph-TCBD) group as the electron acceptor. An X-ray single-crystal structure of such a chromophore reveals that the dicyanovinyl moiety is linked coplanarly to the donor-substituted aryl segment and forms an efficient push-pull system. In the meantime, the “substituent”, \( \alpha \)-Ph-dicyanovinyl is twisted out of the main conjugation plane. The three-dimensional shape of the chromophore may help to prevent molecules from stacking up on each other, and thus, reduce chromophore aggregation. This, in turn, improved
the poling efficiency and lowered the optical loss caused by light scattering. This chromophore was incorporated as guest (20 wt%) in polyquinoline thin films. After poling, a very high electro-optic coefficient (36 pm V\(^{-1}\) at 1.3 µm) was achieved and the value remained at approximately 80% of its original value at 85 °C for more than 1000 hours.

3.2 Side-Chain NLO Polymers

In side-chain NLO polymers, generally, NLO chromophores are incorporated by covalent bonding to various polymer backbones. As compared to guest-host systems, these types of polymers can provide higher chromophore loading density. They also improve temporal and thermal stability of aligned NLO dipoles. Vinyl polymers like polystyrene (PS) [35] and poly(methyl methacrylate) (PMMA) [36–40], and high-T\(_g\) polymers such as polyurethanes [41–43], polyimides [44–53], polyamides [54, 55], polyesters [56–58], polyethers [59], and polyquinolines [60–62] are some candidate polymers being considered for NLO chromophore incorporation. Among these, polyurethanes and polyimides are very promising materials as their properties including thermal stability are shown to be excellent. The following discussions are focused on these two polymer systems.

3.2.1 Polyurethane-Based NLO Polymers

Polyurethanes are advantageous as a NLO polymer matrix in that an extensive formation of hydrogen bonding between the urethane linkage would increase the rigidity of the polymer matrix. This fact is attributed to a strong intermolecular interaction that restrains the molecular motion, thereby retarding the relaxation of the aligned NLO dipoles. NLO polyurethanes can be synthesized by the step-growth polymerization reaction of diols, which possess various NLO chromophores, with aromatic diisocyanate such as 2,4-toluene diisocyanate or 4,4’-diisocyanato-3,3’-dimethoxyphenyl (Scheme 2). The resulting polymers are readily soluble in aprotic polar solvents, for example, dimethylformamide (DMF), N-methylpyrrolidone (NMP), or cyclohexanone. From the polymer solutions of these solvents, good optical quality films can be cast on glass or quartz substrates by the spin coating method. The physical data and \(\chi^{(2)}\) coefficient of some representative NLO polyurethanes are listed in Table 2 [63–69]. Differential scanning calorimetry (DSC) analysis data show relatively high \(T_g\) in the temperature range 121–176 °C for the linear polyurethanes. No melting points are detected in these polymers, suggesting that these polyurethanes are amorphous.

The macroscopic second-order susceptibility \(\chi^{(2)}\) of these materials is determined by measuring the SHG signal intensity. By optimizing the poling process,
Scheme 2

Table 2. Physical data and $\chi^{(2)}$ coefficients for second-order NLO\(^a\) polyurethanes

<table>
<thead>
<tr>
<th>Polyurethanes</th>
<th>Glass transition temperature ($T_g$) (°C)</th>
<th>UV ($\lambda_{\text{max}}$) (nm)</th>
<th>Refractive index ($n$) (TM)</th>
<th>$\chi^{(2)}$ (pm V(^{-1}) (× 10(^{-7}) esu)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>PU1-AZ</td>
<td>137</td>
<td>460</td>
<td>1.7013</td>
<td>20 (0.5)</td>
<td>63, 64</td>
</tr>
<tr>
<td>PU1-C4B</td>
<td>121</td>
<td>484</td>
<td>1.7410</td>
<td>128 (3.1)</td>
<td>65</td>
</tr>
<tr>
<td>PU1-CNMS</td>
<td>140</td>
<td>476</td>
<td>1.8607</td>
<td>57 (1.4)</td>
<td>66</td>
</tr>
<tr>
<td>PU1-CNBS</td>
<td>153</td>
<td>490</td>
<td>1.8712</td>
<td>50 (1.2)</td>
<td>66</td>
</tr>
<tr>
<td>PU2-CNMS</td>
<td>127</td>
<td>490</td>
<td>1.7178</td>
<td>57 (1.4)</td>
<td>67</td>
</tr>
<tr>
<td>PU2-CNBS</td>
<td>131</td>
<td>500</td>
<td>1.7208</td>
<td>40 (1.0)</td>
<td>67</td>
</tr>
<tr>
<td>PU1-DCN</td>
<td>159</td>
<td>489</td>
<td>1.7799</td>
<td>136 (3.3)</td>
<td>68</td>
</tr>
<tr>
<td>PU2-DCN</td>
<td>159</td>
<td>496</td>
<td>1.7572</td>
<td>120 (2.9)</td>
<td>68</td>
</tr>
<tr>
<td>PU2-TCN</td>
<td>176</td>
<td>659</td>
<td>1.7800</td>
<td>51 (1.2)</td>
<td>69</td>
</tr>
</tbody>
</table>

\(^a\) For evaluation of the SHG activity, the Maker Fringe method was used [70]. A Y-cut quartz plate ($d_{11} = 0.81 \times 10^{-10}$ esu) was employed as the reference [71]. A mode-locked Q-switched Nd:YAG laser was used as the fundamental beam source (1064 nm wavelength).
parameters such as temperature, poling time, and applied voltage intensity, $\chi^{(2)}$ coefficients of these samples can be shown to be 40–136 pm V$^{-1}$ depending on their structures. High optical nonlinearity of PU1-DCN and PU2-DCN comes from the strong electron-acceptor characteristics of the dicyanovinyl group. The resonance effect of PU1-DCN and PU2-DCN, due to some absorption in their frequency-doubling range, also contributes to the high optical nonlinearity [68]. The low optical nonlinearity exhibited by the PU2-TCN (one more cyano group than PU2-DCN) in comparison to PU1-DCN can be reasoned to be caused by the lower resonance contribution. This lower UV absorption at the frequency-doubling range of 532 nm wavelength as UV absorption shifts to a longer wavelength is known to be the main cause of lower contribution [69].

Stilbazolium salt-type chromophores are some of the most promising candidates for nonlinear optics due to the larger second-order NLO activity and the ease of structure variation [72–75]. They can be applied to nonlinear optics in the form of single crystals [76–79], supramolecular architectures [80,81], or Langmuir-Blodgett (LB) films [82–84]. However, the incorporation of chromophores into the polymer backbone is the most effective means. Notably, the use of a bulky tetraphenylborate counterion in the stilbazolium salt promotes higher optical nonlinearity of the chromophore. Also, it is expected to reduce the ion mobility in a strong electric field during the poling process and thus induce the effective polar alignment of dipoles [65,85]. In fact, PU1-C4B shows large optical nonlinearity of $\chi^{(2)} = 128$ pm V$^{-1}$. A notable feature of this polymer system is the extended temporal stability of aligned dipoles. At room temperature, no decay in initial SHG activity was exhibited over a period of one month. In addition, 70% of the initial optical activity of the poled sample was maintained at 100 °C, after being exposed for 100 hours. These results imply that the hydrogen bonding between the neighboring polyurethane chains provided a stabilization effect, which in turn prevented the relaxation of oriented molecular dipoles.

In terms of practical applications of organic NLO materials to integrated optics, the fabrication of channel waveguides is important. Some of the well-known techniques for producing channel waveguides include photobleaching, UV lithography, laser ablation, and reactive ion etching. The simplest and most effective means for getting the precise refractive index profile control is known to be the photobleaching method and hence this is utilized for channel waveguide fabrication on PU1-C4B. The refractive index change is measured on exposure to the energy power of 9 kJ cm$^{-2}$ (He-Cd: 442 nm). With photobleached samples, the UV absorption peak height decreases with increasing exposure time. No new peaks can be observed from photobleaching, indicating that unlike azo or stilbene dyes, the mechanism of photobleaching in the stilbazolium salt chromophore is not associated with cis-trans isomerization. Twenty and 50 mm-width channel waveguides can be produced with measured propagation loss of the photobleached waveguide of about 1 dB cm$^{-1}$ with a He-Ne laser with the wavelength of 633 nm (Fig. 4a).
Cerenkov-type phase-matched blue SHG in such a produced waveguide is typical (Fig. 4b). The conversion efficiency of this waveguide exhibits at least one-order of magnitude higher than those of the nonphase-matched samples, even where conversion efficiency is not fully optimized. This activity typically lasts for more than...
two months and the frequency-doubling efficiency of the Cerenkov-type sample is clearly improved relative to the slab-type waveguide (Fig. 5) [86].

### 3.2.2 Polyimide-Based NLO Polymers

In spite of excellent thermal stability and mechanical properties of wholly aromatic polyimides, the lack of processability has been the major hurdle in using them as the NLO matrix polymers. Polyetherimide (PEI) (Scheme 3), which has an ether linkage in the polyimide backbone, is a better matrix material, as processability and solubility are enhanced without losing the advantageous properties of polyimides. In general, PEI is synthesized by two different processes, that is, nitro-displacement and imidization polymerization [87–91]. However, since this method is not applicable for synthesizing NLO-incorporated PEI, other methods need to be utilized. The alternative synthetic approach for making the NLO polyetherimides is the use of the single-step reaction of NLO-diol and diimide by the Mitsunobu reaction using diethyl azodicarboxylate (DEAD) and triphenylphosphine in anhydrous tetrahydrofuran solvent (Scheme 4) [92]. In this method, the polyimide structure is directly formed during condensation polymerization without a thermal imidization step. When PEI-TH is reacted further with tetracyanoethylene in DMF solvent, a blue-colored copolymer (PEI-TH-co-PEI-TCN) is produced, which in some parts contained up to 56% tricyanovinyl group. As the percentage of tricyano (TCN) group increased, the NLO activity also got larger.

![Fig. 5. Conversion efficiency of the phase-matched SHG intensity in PU1-C4B waveguides](image-url)
Scheme 3

Scheme 4
ever, solubility decreases with TCN and at concentrations over 40% film, quality became too poor to be applicable.

According to UV-vis spectra, the absorption maximum for the $\pi-\pi^*$ transition of the stilbene chromophore in PEI-DANS is 441 nm. A new absorption maximum at 669 nm was found for PEI-TH-co-PEI-TCN (not observed in PEI-TH), suggesting that the NLO chromophore is generated by tricyanovinylation. Also, the absorption maximum at 365 nm indicates that the substitution reaction is not complete and some portions remain unreacted with the polymer chain. DSC analysis showed $T_g$ values in the range 144–157 °C for all three PEIs. Not so high $T_g$ values are attributed to the flexible ether linkage and bulky chromophore incorporation to the polyimide backbone. The NLO activity of polymer films on indium tin oxide (ITO) glass was produced by using corona discharge-induced electric poling. The macroscopic $\chi^{(2)}$ values were determined to be 73 pm V$^{-1}$ for PEI-DANS and 56 pm V$^{-1}$ for PEI-TH-co-PEI-TCN. According to UV-vis absorption spectra, the resonant enhancement effect of $\chi^{(2)}$ values may not be significant in both samples, particularly a copolymer in which a very low absorption occurred at 532 nm. The NLO activity of the copolymer system is not high compared to PEI-DANS. However, considering the low degree of substitution of TCN, the $\chi^{(2)}$ of this copolymer is significant. In recent work, some basic knowledge for increasing the substitution

---

**Fig. 6a,b.** Thermal stability of aligned dipoles in PEI-DANS (a) and PEI-TH-co-PEI-TCN (b)
value up to about 56% by controlling polymer reactions has become available [93]. The thermal stability of SHG activities for poled films of PEI-DANS and PEI-TH-co-PEI-TCN are shown in Fig. 6. The polymers exhibited quite different thermal stabilities in terms of the poled chromophore relaxation. The SHG signal intensity of PEI-DANS slowly decreased with increasing temperature. This decay process was similar to those of other side-chain NLO polymers reported [94]. However, the SHG signal intensity for the copolymer system did not change (within experimental measurement) from its initial value up to 125 °C. Moreover, the initial NLO activity was sustained even after four weeks at 100 °C. The much-enhanced thermal endurance of aligned dipoles is comparable to that of crosslinked NLO polymers. This unusual thermal stability shown by the copolymer may be attributed to an attractive interaction between nonbonding electrons of thiophene and strongly electron-withdrawing TCN group, through which the improved thermal stability is provided.

In the case of PEI-based NLO polymers, $T_g$ is not very high due to the ether linkage. Therefore, to obtain thermally stable NLO polymers through the enhancement of $T_g$, utilization of a rigid chain polymer like NLO polyimide would be useful. However, wholly aromatic PI structures can reduce processability as already mentioned. Hence, to alleviate such problems a short aliphatic spacer and hexafluoroisopropyl unit for disrupting linearity was used in NLO polyimide synthesis [95–97]. To introduce the NLO-active chromophore on polyimide matrix, AZO-OH$_2$ and 6F-DI were first prepared by the classical synthetic method. After the polymerization of these two components by using the Mitsunobu reaction, the dioxolane group of the resulting polymer PI-PRO was deprotected to give the polymer PI-DEP with a free aldehyde group, and this polymer was further reacted

![Scheme 5](image-url)
with methansulfonylacetonitrile to produce the final polymer PI-SOT (Scheme 5) [96]. From the DSC thermogram, the $T_g$ of this copolymer with the substitution degree of 81% cyano sulfonyl chromophore was observed at 186 °C. The absorption maximum was exhibited at 421 nm. Under the conditions of 5 kV poling voltage applied to the corona needle at 186 °C for 10 min, the order parameter value ($f = 1 - A_1/A_0$; $A_0$ and $A_1$ are absorbances of the PI-SOT film before and after corona poling, respectively) for PI-SOT was estimated to be 0.22.

From the Maker fringe technique, we obtained a $d_{31}$ value of 50 pm V$^{-1}$ (contains resonant effect due to some absorption in SHG range) for PI-SOT. Since the relationship $d_{33} = 3d_{31}$ holds in the polymer systems, the $d_{33}$ value is supposed to be about 150 pm V$^{-1}$. From the calculation with the approximate two-level model, the nonresonant value ($d_{33} (\infty)$) of this copolymer was found to be about 47 pm V$^{-1}$. Figure 7 shows the temperature-dependent SHG intensity for the purpose of the thermal stability study. The SHG signal is quite stable until the temperature reaches 150 °C. The E-O coefficient ($r_{33}$) was also measured by an ellipsometric reflection technique. The $r_{33}$ value observed for the PI-SOT film was 28 and 5.4 pm V$^{-1}$ for the incident laser 633 and 852 nm wavelengths, respectively. At room temperature in air, the temporal stability of the E-O coefficient of the film was maintained over 95% of its initial value, even after 60 days. Moreover, at 100 °C an initial decay of about 10% was observed within one hour, but no further decay in E-O coefficient was shown within the prolonged time of 30 days. This study confirmed the role of polyimide as a high-temperature NLO polymer matrix, as thermal stability is greatly enhanced.

![Fig. 7. Thermal stability of aligned dipoles in PI-SOT](image-url)
3.3 Crosslinked NLO Polymers

To prevent the relaxation of aligned dipoles in NLO polymers, the most effective method is to align NLO chromophores first and then crosslink either the polymer backbone or the chromophores together. Many investigators have attempted such a method and it has shown to greatly increase the long-term stability of the NLO activity [98–102]. However, in most crosslinked polymer systems the optical losses caused by the limited uniformity of the crosslinked reaction are significant. To circumvent these problems, novel crosslinking reaction techniques proposed by Park et al. [103] and Lee et al. [104] have been investigated. In these methods a liquid polymer system with high flow property, poly[(phenyl isocyanate)-co-formaldehyde] (PPIF), which has one crosslinking site located at every phenylene unit, was used for improving the uniformity of the crosslinking reaction between the polymer chains and hydroxy-functionalized NLO chromophores. The synthetic routes

![Scheme 6](image-url)
to the crosslinked polymers with three different bonding sites are shown in Scheme 6. The dried monomers were dissolved in the mixed solvent of DMF and cyclopentanone and the diluted PPICF was added and mixed thoroughly for 10 min. The resulting mixture was then spin-coated. For PU-VP, the solutions did not exhibit any flow characteristics due to fast gelation. The films were directly poled and their SHG signal was measured at the in situ poling set-up. Here, thermally induced condensation reactions of hydroxy functionalities and isocyanate groups lead to a hardened lattice during subsequent induction of polar alignment by the electric field. The $T_g$ of these crosslinked polymers did not appear below the decomposition temperature of chromophores. According to SHG measurement data, relatively high second-order optical activity was shown for the poled and

![Graph](image)

**Fig. 8.** Thermal stability of SHG activity for PU-VP

| Table 3. Thermal stability data of $\chi^{(2)}$ coefficients for crosslinked polyurethanes with different bonding directions |

<table>
<thead>
<tr>
<th>Samples</th>
<th>Bonding direction $^b$</th>
<th>$\chi^{(2)}$ (pm V$^{-1}$) $^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>25 °C</td>
<td>75 °C</td>
</tr>
<tr>
<td>PU-V</td>
<td>Vertical</td>
<td>37.4</td>
</tr>
<tr>
<td>PU-P</td>
<td>Parallel</td>
<td>16.8</td>
</tr>
<tr>
<td>PU-VP</td>
<td>Vertical/Parallel</td>
<td>30.2</td>
</tr>
</tbody>
</table>

$^a$Sample films were cured at 100 °C for 12 h under vacuum. $^b$Bonding direction indicates the approximate angle between dipole of chromophore and two bonding sites. $^c$Values in parenthesis indicate retained percentage of initial NLO activity at the corresponding temperature.
cured polymer films. The $\chi^{(2)}$ values for PU-V, PU-P, and PU-VP were 37.4, 16.8, and 30.2 pm V$^{-1}$, respectively. The lower NLO activity of PU-P is indicative of a significant reduction of parallel locking structure due to crosslinking effects [105]. Figure 8 represents the thermal stability of SHG activity for PU-VP evaluated during the stepwise temperature increase from room temperature to 150 °C. Results for all samples are also listed in Table 3. The decay of oriented dipoles in PU-VP was minimized due to lattice hardening of PU with three bonding sites, as expected. Also, the SHG intensity does not show any reduction until the temperature rises to 100 °C. For temperatures below 100 °C, the $\chi^{(2)}$ values for PU-V and PU-P decreased to 85–90% of the initial value [104, 106].

3.4
Hyperbranched and Dendritic Polymers

Dendrimers are a relatively new class of macromolecules different from the conventional linear, crosslinked, or branched polymers. Dendrimers are particularly interesting because of their nanoscopic dimensions and their regular, well-defined, and highly branched three-dimensional architecture. In contrast to polymers, these new types of macromolecules can be viewed as an ordered ensemble of monomeric building blocks. Their tree-like, monodispersed structures lead to a number of interesting characteristics and features: globular, void-containing shapes, and unusual physical properties [107–111].

3.4.1
Spontaneous, Noncentrosymmetric Organization of NLO Chromophores in Dendritic Structures (NLO Dendritic Effect at the Molecular Level)

To study the dendritic effect of dendrimers on NLO properties, a series of dendritic macromolecules, such as the azobenzene-containing dendrons 9 (Scheme 7), have been developed and subjected to analysis of their conformational and molecular NLO properties [112, 113]. These molecules were modified by introducing 1–15 numbers of azobenzene branching units as the NLO chromophore and by connecting these units with aliphatic chains at the end of dendritic structures. In these topologically complex molecules, each chromophore contributed coherently to the macroscopic NLO activity. The molecular hyperpolarizability ($\beta$) of the azobenzene dendron with 15 chromophoric units was measured to be $3,010 \times 10^{-30}$ esu by the hyper-Rayleigh scattering method. This value is approximately 20 times greater than that of the $\beta$ for the individual azobenzene monomer ($150 \times 10^{-30}$ esu). In addition, the structural information on dendrons provided by the polarized NLO measurement also indicated that each chromophore was oriented noncentrosymmetrically along the molecular axis to become a cone shape rather than a spreading or a spherical shape. This structure gave rise to a large elec-
tronically dipolar macromolecular system, in which each chromophoric unit coherently contributed to the second harmonic generation.

By extending the above observations on dipolar dendrimers, Ledoux and Zyss et al. [114] have recently reported the first evidence of spontaneous supramolecular organization of octupolar molecular units, resulting in a quasi-optimized, acentrically ordered dendritic structure. Having evaluated $\beta$ for the monomer, size effects can be investigated for the different polymetallic species 10–12 (Scheme 8), in view of the similarity of their absorption features. A large increase of $\beta$ was clearly observed for the $N = 7$ dendrimer relative to that of the monomer. The corresponding $\beta$ value was significantly higher than that measured for $N = 14$ linear polymers. It is interesting to plot $\beta$ as a function of the number of monomers ($N$), as displayed in Fig. 9a. Comparison between the heptamer ($N = 7$) and polymer ($N = 14$) values highlights strikingly different behaviors. The $\beta$ values for $N = 14$, 3, and 2 fit almost perfectly a $\beta$ (polymer) = $N^{1/2} \beta$ (monomer) scaling law, whereas a dendritic heptamer ($N = 7$) satisfactorily fits a linear relationship $\beta$ (dendrimer) = $N\beta$ (monomer). Such a quasi-linear dependence is the clear signature of a quasi-optimized octupolar ordering of individual building blocks in a dendrimer, in

**Scheme 7**
contrast with the fully disordered structure expected for a linear polymer, as inferred from the $N^{1/2}$ dependence of the corresponding $\beta$ value. The NLO elementary units in the linear polymer do not display any acentric organization, and the corresponding harmonic light scattering (HLS) response of the polymer is similar to that of a set of 14 independent molecules in a solution. Conversely, a semi-rigid, optimized acentric organization results in coherent second harmonic emission at the supramolecular level; the corresponding intensity from the dendrimer solution is almost proportional to $N^2_{\text{monomer}} < \beta^2_{\text{monomer}} >$. The $N^2_{\text{monomer}}$ dependence assumes a linear additive model, whereby the individual sub-units follow an interaction-free oriented gas behavior.
Fig. 9a,b. Plot of the ratio $\beta/\beta_{\text{monomer}}$ as a function of the number of ruthenium complex building blocks $N$. ♦: experimental data; continuous lines display the $N$ or $N^{1/2}$ dependence of the ratio of the oligomer ($N = 2, 3, 7, \text{ and } 14$) hyperpolarizability $\beta$ over that of the monomer $\beta_{\text{monomer}}$ (i.e., $\beta/\beta_{\text{monomer}}$). Vertical arrows show the experimental error (a), UV-vis spectrum of heptamer 11 (b)
3.4.2 Enhancement of Poling Efficiency in NLO Dendrimers (NLO Dendritic Effect at the Macroscopic Level)

In the fabrication of practical E-O devices, all of the three critical materials issues (large E-O coefficients, high stability, and low optical loss) need to be simultaneously optimized. One of the major problems encountered in optimizing polymeric E-O materials is to efficiently translate the large $\beta$ values of organic chromophores into large macroscopic electro-optic activity ($r_{33}$). According to an ideal-gas model, macroscopic optical nonlinearity should scale as $\mu \beta / M_w$ ($M_w$ is the chromophore molecular weight) \[115\]. Therefore, E-O coefficients of many hundreds of picometers per volt should be expected if such molecular optical nonlinearity shown in Table 1 could be effectively translated into macroscopic E-O activity. However, the electric field poling of a polymer containing highly nonlinear chromophores is often hindered by the large dipole moment of the molecules. Theoretical analysis suggests that the maximum realizable E-O activity can be enhanced by modifying chromophores with bulky substituent groups \[116\]. These groups do not influence molecular hyperpolarizability but they will minimize the effect of unwanted electrostatic interactions by inhibiting the side-by-side approach of chromophores along the minor axes of the prolate ellipsoidal unmodified chromophores. Theoretical analysis also suggests that the ideal chromophore shape is that of a sphere \[117\].

Globular-shaped and void-containing dendrimer synthesis is well suited to obtain spherical chromophore shapes and realize large E-O coefficients. Dendritic structures can be also used to control solubility and processability, to improve chemical and photochemical stability, and to facilitate lattice-hardening schemes carried out after the electric-field poling process. In addition, by exploiting selective halogenation and isotopic substitution, the large void-containing dendrimers can help minimize optical loss (due to light scattering or vibrational absorption). The recent development of single-dendron-modified NLO chromophores, multiple-dendron-modified NLO chromophores, and multiple-chromophore-containing crosslinkable NLO dendrimers will be highlighted.

3.4.2.1 Single-Dendron-Modified NLO Chromophores

Three kinds of NLO chromophores 13–15 (Scheme 9) were obtained through the modification of one highly nonlinear tricyanofuran (FTC) acceptor-based chromophore with different shapes and sizes of substituents. When compared to the $t$-butyldimethylsilyl side group substituted in chromophore 13, the dendritic substituent on chromophore 15 has a much more flexible and wide spreading shape because of the branching alkyl chains that are connected to the phenyl...
The adamantyl group on chromophore 14 has a more rigid and bulky structure. Due to the existence of an insulating methylene spacer between the active D-π-A moiety and the side group, all these modified chromophores gave essentially the same absorption peak ($\lambda_{\text{max}} \approx 641$ nm) in dioxane solution, indicating that these substituents did not affect the molecular hyperpolarizability. However, it is expected that these side groups will affect the poling efficiency and the macroscopic susceptibility ($r_{33}$) of polymeric materials that are incorporated with these chromophores. Two aspects of the substituent effects may contribute to this: one is that the different shape and size of substituents will lead to substantially different intermolecular electrostatic interactions among chromophores; the other is that the different rigidity and size of substituents will also create variability of free volume which in turn will affect the mobility of the chromophore under high electric field poling conditions.

To study the substituent effect on poling efficiency, all three chromophores were incorporated into an amorphous polycarbonate (APC, $T_g = 205^\circ$C) matrix with a predetermined loading density and the resulting polymeric materials were processed, poled, and measured with the same condition, respectively. Figure 10 shows the dependence of the $r_{33}$ value on chromophore number density measured for each system. For the chromophore 13, it exhibited a maximum value of $r_{33}$ and the value decreased with the increase of the chromophore loading level. In addition, it stayed at a lower $r_{33}$ level than the other two systems, suggesting a significantly higher chromophore-chromophore electrostatic interaction than expected. In comparison, chromophore 14 and 15 enhanced the achievable value to a much higher level ($\approx 40\%$ of enhancement) due to the minimization of electrostatic interaction among chromophores. However, chromophore systems 14 and 15 contributed differently to the enhancement of $r_{33}$ (Fig. 10) and poling efficiency (Fig. 11) with respect to similar chromophore number density. Compared to the
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t-butylidimethylsilyl group on chromophore 13, the dendritic substituent on chromophore 15 offers notable enhancement for the obtainable $r_{33}$ and poling efficiency at lower chromophore number density, whereas the adamantyl substituent on chromophore 14 provides more significant improvement for $r_{33}$ and poling efficiency only at higher chromophore number density. This is probably due to the fact that the flexible and bulky dendritic moiety on chromophore 15 provides more free volume for the chromophore orientation mobility under high electric field poling compared to the rigid adamantyl group on the chromophore 14.

3.4.2.2
Multiple-Dendron-Modified NLO Chromophores

To maximize the dendritic effect, a chromophore 16 was recently modified further with multiple fluorinated dendrons (Scheme 10). The resulting dendritic chromophore 17 exhibits appreciably different properties, such as a blue-shifted absorp-
tion (29 nm), a higher thermal stability (20 °C), and a much higher E-O activity \((\chi^3)\) (Fig. 12), compared to the pristine chromophore 16 in the same polymer matrix (Table 4). Since both chromophores contain the same D-π-A active moiety, the blue-shifting of the absorption \(\lambda_{\text{max}}\) is probably due to the hydrophobic and lower dielectric environment created by the perfluorodendrons. Encapsulating the NLO chromophore with several fluorinated dendrons also improves its thermal decomposition temperature. In the context of studying dendritic effect on macroscopic E-O activity, both chromophores were incorporated into the APC polymer with a predetermined loading density (12% wt.) and the resulting guest-host materials were processed, poled, and measured under the same condition, respectively. Amazingly, a three times larger E-O coefficient in the 17-doped system was observed. This proves that the lower dielectric environment and the site-isolation effect provided by the dendrons greatly facilitate the poling process.

Currently, several more efficient NLO chromophores such as the chromophore 18 are being modified with the similarly fluorinated dendrons to provide further improved macroscopic E-O properties.
Scheme 10
3.4.2.3 Multiple-Chromophore-Containing Crosslinkable NLO Dendrimers

To create an ideal stand-alone and spherical shape NLO material that does not involve the complexity of incorporating NLO dye in a separate polymeric matrix, multiple NLO chromophore building blocks can be further placed into a dendrim-
er to construct a precise molecular architecture with a predetermined chemical composition. A crosslinkable NLO dendrimer 19 (Scheme 11) which has been developed for this purpose exhibits a very large optical nonlinearity and excellent thermal stability [118]. The NLO dendrimer was constructed through a double-end functionalization of the three-dimensional Ph-TCBD thiophene-stilbene-based NLO chromophore 16 as the center core and the crosslinkable trifluorovinylether-containing dendrons as the exterior moieties. Spatial isolation from the dendrimer shell decreases chromophore-chromophore electrostatic interactions, and thus enhances macroscopic optical nonlinearity. In addition, the NLO dendrimer can be directly spin-coated without the usual prepolymerization process needed to build up viscosity, since it already possesses a fairly high molecular weight (4664 Da). The dendrimer also possessed a quite high chromophore load-
ing density (33% w/w) and showed no indication of any phase separation due to the incompatibility between the chromophore and the peripheral dendrons. There are also several other advantages derived from this approach, such as excellent alignment stability and mechanical properties, which are obtained through the sequential hardening/crosslinking reactions during the high-temperature electric-field poling process. A very large E-O coefficient ($r_{33} = 60 \text{ pm V}^{-1} \text{ at } 1.55 \text{ µm}$) and long-term alignment stability (retaining >90% of its original $r_{33}$ value at 85 °C for more than 1000 h) were achieved for the poled dendrimer. In comparison, E-O studies were performed on the guest/host system in which nondendron-modified, similarly structured chromophore 16 (optimized loading level: 30% wt.) was formulated into a high-temperature polyquinoline (PQ-100). The $T_g$ of the resulting system is plasticized to approximately 165 °C. After the same sequential heating and poling as that of the dendrimer, the guest-host system showed a much smaller E-O coefficient (less than 30 pm V$^{-1}$) and worse temporal stability (only retained <65% of its original $r_{33}$ value at 85 °C after 1000 h) (Fig. 13). In addition, the attempt to corona pole the nontrifluorovinyl ether functionalized dendrimer only

![Graph showing temporal stability of the poled/crosslinked NLO dendrimer and guest/host polymer system](image)

**Fig. 13.** Temporal stability of the poled/crosslinked NLO dendrimer 19 and guest/host polymer system (NLO chromophore 16/PQ-100) at 85 °C in nitrogen. Normalized $r_{33}$ as a function of baking time
showed a very fast decay of E-O signal (<10 pm V⁻¹) after the same sample being poled and measured at room temperature. This is due to the intrinsically low $T_g$ (<50 °C) and very large free volume of the dendrimer. On the basis of these results, the large $r_{33}$ of the poled dendrimer is largely due to the dendritic effect that allows the NLO dendrimer to be efficiently aligned. On the other hand, the high temporal stability of the poled dendrimer mainly results from the efficient sequential crosslinking/poling process.

To conduct a more comprehensive study on E-O dendrimers, a series of crosslinkable NLO dendrimers with different cores, branches (with more active chromophore components), shape, and size has been developed. For example, the dendrimer 20 (Scheme 12) was designed and synthesized to further minimize the chromophore-chromophore electrostatic interaction with more dendrons. The shape and the size of the dendrimer was also designed not only to optimize dendron folding under a high electric field but also to improve the processability through higher molecular weight and better compatibility among the core, branches, and periphery of the resulting dendrimers. The preliminary data showed that the increased numbers of dendron in the NLO dendrimers will red-shift the absorption $\lambda_{\text{max}}$ both in its solution and solid forms due to a more polar environment (carboxylate-containing dendrons) around the chromophores (Table 5). However, the encapsulation of NLO chromophores with more dendrons
also protects active sites on the NLO chromophore from reacting with each other on heating, thus providing better thermal stability (Fig. 14).

A much longer and more efficient tricyanofuran-based NLO chromophore has also been introduced into the NLO dendrimers 21 (Scheme 13), 22, and 23 (Scheme 14) in which the crosslinkable groups were functionalized at either the acceptor side or at the donor-end positions. It provides great potential not only to further enhance the macroscopic E-O activity but also to achieve the combination of desirable properties.

Table 5. Comparison on the linear optical properties of NLO chromophore 16 and dendrimers 19 and 20

<table>
<thead>
<tr>
<th></th>
<th>(\lambda_{\text{max}}) (nm)</th>
<th>In solution (1,4-dioxane)</th>
<th>In film</th>
</tr>
</thead>
<tbody>
<tr>
<td>NLO chromophore 16</td>
<td>603</td>
<td>646</td>
<td></td>
</tr>
<tr>
<td>NLO dendrimer 19</td>
<td>608</td>
<td>655</td>
<td></td>
</tr>
<tr>
<td>NLO dendrimer 20</td>
<td>625</td>
<td>662</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 14. Comparison on thermal stability of NLO dendrimers 19 and 20 with the isotherm heating/150, 175, 200, and 225 °C for 20 min under nitrogen atmosphere, respectively. Normalized absorbance as a function of baking temperatures.
Scheme 13

Fig. 15. Crosslinkable dendritic NLO polymers
In conclusion, compared to common NLO polymers, dendritic NLO materials provide great opportunities for the simultaneous optimization of macroscopic electro-optic activity, thermal stability, and optical loss. For the dendron-modified NLO chromophore/polymer systems, the interaction between chromophore and high-$T_g$ aromatic polymer should be noteworthy in addition to the chromophore-chromophore electrostatic interactions. For the crosslinkable NLO dendrimers, the nanoenvironment such as dendron shape, size, dielectrics, rigidity and chirality, hydrophilicity/hydrophobility, and the distribution of chromophores in the NLO dendrimers will play very critical roles in achieving the maximum realizable macroscopic properties. Another interesting approach is the employment of the hybrid crosslinkable denendritic NLO polymers. By combining the good processability of linear polymers with the site-isolation effect of dendrimers, the strategy
of using hybrid crosslinkable dendritic NLO polymers (Fig. 15) will provide even more flexibility in designing suitable molecular structures to realize high-performance E-O materials.

### 3.5 Organic-Inorganic Hybrid Materials

Most NLO chromophores are not good photonic materials due to large absorption and high optical losses. Inorganic glasses, however, are excellent photonic media because of high optical quality and extremely low optical losses.

Therefore, hybridization of organic chromophores and inorganic glasses can be one of the best ways to achieve optical materials with large NLO activity and low optical losses. In addition, the use of highly crosslinked silica matrix can reduce thermal relaxation of the aligned dipoles. Taking advantage of these facts, an organic NLO chromophore-inorganic glass hybrid for NLO applications can be made by using sol-gel techniques. In the sol-gel process, the three-dimensional silica network is formed at low temperatures without any thermal decomposition of organic chromophore [119–129]. NLO chromophores are mixed at the molecular level with the silica or anchored to the silica matrix. The resulting system is called organic-inorganic hybrids materials.

The early organic-inorganic hybrid materials reported by Zhang et al. [130] was a dye-doped system (guest-host type) in which the NLO chromophore based on N-(4-nitrophenyl)-(S)-prolinol (NPP) was physically mixed into the sol-gel silica glass. They achieved a moderate $\chi^{(2)}$ value of 10.9 pm $V^{-1}$ and 80% of initial value maintained for more than three months at room temperature. However, the highest mixing ratio without any phase separation of guest molecule into the silica matrix was limited to less than 15% wt. Also, fabrication of sol-gel films thicker than 1 µm was difficult because of severe cracks.

To prevent such problems, a dye-attached sol-gel system in which the NLO chromophore was covalently bonded to the silica matrix by the sol-gel reaction for dye-attached system is illustrated in Scheme 15 [131–133]. By hydrolysis and condensation reactions from the alkoxyisilane-functionalized NLO chromophore, dye-attached sol-gel films are obtained. According to the AFM image of all dye-attached sol-gel system, the surface is relatively flat and defects could not be observed. In general the surface roughness of the poled films is larger than the unpoled films. However, in either case the roughness is less than 10 nm and should not be a problem in waveguide applications. It is believed that this remarkable improvement in the quality of the dye-attached film is due to the chemical bonding of the chromophore molecule to the silica matrix, which prevents the dye molecule from aggregating. Also, the chromophore molecules provide flexibility between the stiff silica backbones. E-O coefficients ($r_{33}$) of the hybrids ranged between 4.7–14.0 pm $V^{-1}$ at 1.3 µm wavelength, as listed in Table 6.
By using the hybrid material SG-DANS, a Mach-Zehnder modulator was fabricated [133]. Figure 16 illustrates the top and the cross-sectional views of the E-O modulator. The device was fabricated on an IC-grade silicon substrate on which Cr/Au was deposited as a bottom electrode. For the lower and upper claddings, UV-cured epoxy film was spin-coated to a thickness of 2 µm and the NLO-active layer was made of an NLO dye-silica hybrid film of 2.1 µm thickness. The operating characteristics of the device were examined by using a diode layer of 1.3 µm wavelength. Figure 17a shows the TM single mode pattern in the channel waveguide, which was monitored by CCD camera. Figure 17b presents the inten-
Fig. 16. Schematic diagram of Mach-Zehnder modulator

Fig. 17a,b. TM$_{00}$ single-mode pattern in channel waveguide (a) and intensity modulation response of Mach-Zehnder modulator (b)
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sity modulation response and applied voltage. The half-wave voltage ($V_{p}$) of the modulator was 13 V and the $r_{33}$ value in the waveguide was estimated to be about 10 pm V$^{-1}$.

To improve the materials’ properties including thermal and temporal stability, we have recently developed hybrid materials, which have several fixing sites in the chromophore for the purpose of multiple site attachment to silica matrix. They are characterized as vertical (V), parallel (P), and vertical-parallel (VP) types, depending on the bonding direction between chromophores and silica matrix (Scheme 16) [134]. The measured $d_{33}$ values of the poled hybrid films were 58, 50, 53, and 64 pm V$^{-1}$ at 1064 nm wavelength for SG-V, SG-P, SG-VP1, and SG-VP2, respectively. For the thermal stability investigation of NLO activity, temperature-dependent SHG experiments were carried out in situ by monitoring the SHG signal while heating at a rate of 2 °C min$^{-1}$. Figure 18 shows the dynamic stability for hybrid films that were poled for 1 hour at 200 °C. It was found that the thermal stability of SG-VP2 with four fixing sites to silica glass matrix was much enhanced. Up to 120 °C practically no decay was observed, indicating that the lattice harden-
ing of this hybrid with four bonding sites can clearly contribute to improving thermal stability of aligned dipoles. By using this hybrid material, a vertically asymmetric-coupled E-O modulator with antiresonant slab waveguide has been fabricated (Fig. 19). The far field image at the output of the vertical asymmetric coupler and the intensity modulation response by the applied voltage are shown in Fig. 20.
The resulting device with total device length of 8 mm exhibited a good performance with an extinction ratio of approximately 9 dB, operating voltage of 5 V, optical loss of 0.2 dB cm\(^{-1}\), and insertion loss with 3.5 dB cm\(^{-1}\) \cite{135}. Considering that temporal and thermal stabilities of this hybrid system are excellent, the E-O device fabricated by hybrid material has great potential for opto-electronic applications.

**Fig. 20a,b.** Far field mode pattern: the *upper spot with a long stripe line* is the slab-mode pattern and the lower one is the rib of waveguiding propagation mode (a), and output intensity modulation as a function of applied DC voltage (b)
4 Chromophore Orientation Techniques

4.1 Static Field Poling

One of the important tasks in getting efficient materials based on functionalized polymers for second-order NLO applications is the creation of macroscopic non-centrosymmetry. This is done by orienting dipole moments in a privileged direction, which is defined by an external electric field. Several techniques have been developed, which use the interaction strength of dipole moment with an external electric field to orient them. These are:

(i) static field poling
(ii) photoassisted poling [136]
(iii) all optical poling [137].

While the first technique takes advantage of the interaction between dipole moments and the applied static field, the two others take account of the cooperative effect of static and optical field (photoassisted poling) and purely optical field (all optical poling) and photoisomerization process. Between the DC poling techniques we note:

(i) contact (electrode) poling
(ii) corona poling [138, 139]
(iii) photothermal poling [140, 141]
(iv) electron beam poling [142, 143].

The techniques have some advantages and some drawbacks [144]. The corona poling technique allows application of high poling fields, but often leads to the dielectric damage to thin film and more particularly to its surface, resulting in an increase of the propagation losses after poling.

In the contact poling a large poling field is created through electrodes with the polymer thin film placed in between (Fig. 21). The film is heated up to the glass
transition temperature and the poling voltage is applied through electrodes. The main drawback of this technique is the limited voltage that can be applied due to the dielectric breakdown in surrounding air or in the poled film itself [145, 146]. For this reason the poling is usually done in a high-vacuum chamber.

In the corona poling technique, the high poling field in thin film is created by charges deposited on the film surface during the gas ionization in the surrounding discharge needle atmosphere. The film is again heated to the glass transition temperature with a heating block. Sometimes a metallic grid (Fig. 22) is used to control the poling current (Fig. 23) and to get a better homogeneity of poling. While in the electrode poling technique the poling occurs at any applied voltage (although its efficiency depends on it), the corona poling is a threshold phenomenon

---

**Fig. 22.** Schematic representation of a corona poling set-up

**Fig. 23.** Variation of the poling current $I$ with the needle voltage $V_g$ for different grid $V_A$ tensions in corona poling technique [151]
as seen in Fig. 23 and usually requires application of relatively high voltages (around 6–8 kV) with the needle electrode at 2–2.5 cm from the thin film surface. Photothermal poling [140, 141] is a simple modification of the electrode poling technique. The only difference is the use of a laser beam, with wavelength lying in the material absorption band, to heat the thin film. The main advantage of this technique consists of a very localized poling. It has been used for the fabrication of bidirectionally poled polymer films [141].

In the electron beam poling technique [142, 143] a constant current, created in material by a monoenergetic electron beam with an energy of 2–40 keV, is used to orient chromophores. The dipoles are oriented by the polarization field, created by being trapped in bulk-decelerated electrons. In this sense, the technique is very similar to the corona poling technique, with the difference that in the former the poling is due to the field created by the surface, while in the latter it is due to the bulk charges. The technique also allows poling of very small areas and has been used for the fabrication of periodical structures for quasi-phase-matched (QPM) second harmonic generation [147] applications. In guest-host polymer systems PMMA-DR 1, similar poling efficiency to the corona poling technique has been reported [148].

In all cases the use of an electrode is required, with all possible negative aspects such as charge injection and light absorption. As a consequence, it implies the necessity of using buffer layers, in such applications such as frequency conversion in periodically poled systems [149], in which otherwise it is unnecessary. Moreover, the poling fields are limited due to the microcircuits connected with the point effect. This leads also to unwanted and prohibitory increase of the optical propagation losses.

In all techniques the chromophore orientation is frozen by cooling the poled film to the room temperature under the applied external field (Fig. 24) or by thermal or photocrosslinking during the poling procedure. In the case of thermal crosslinking it is important to tightly control the poling temperature and to in-

![Fig. 24. Static field poling mechanism of dipolar molecules. Before applying electric field the dipole moments are randomly distributed. At higher temperatures the dipole moments of NLO chromophores are mobile and orient in the direction of the applied external field. The orientation is frozen by cooling to low temperature and/or photo- or thermal crosslinking](image-url)
crease it simultaneously with the increasing crosslinking rate, as the glass transition temperature is also increasing. Shining with UV light during poling usually leads to an unwanted and uncontrollable increase of the poling current; therefore, it is recommended to make poling alternatively with photocrosslinking. Similarly, as in the case of thermal cross-linking, the glass transition temperature also increases. Therefore, it is also important to increase the poling temperature during the photocrosslinking process.

4.1.1 Establishment of the Axial Order

As already mentioned, the poling field orients the molecule dipole moment in its direction, which (at least in situations depicted in Figs. 21 and 22) is usually perpendicular to the thin film surface. As the poled chromophores are strongly anisotropic, such a change of the orientation of dipole moments may be well monitored by the observation of the thin film optical absorption spectrum [150, 151]. Figure 25 shows the temporal variation of the optical absorption spectrum of a side-chain PMMA-DR 1 polymer. Two observations may be made from the temporal behavior of the linear absorption spectrum as shown in Fig. 26:

(i) The optical density of poled film decreases during the poling process and increases in the following days after stopping it. The first effect is due to the already-

![Fig. 25. Temporal variation of the optical absorption spectrum of a PMMA doped with DR 1 chromophore [151]]
The decrease of the optical absorption spectrum is due to the incident light polarization in the film plane, whereas molecules orient, under poling, in the direction perpendicular to the thin film surface. From this variation one can determine the order parameter $<P_2>$ using the following equation:

$$ \varphi = \frac{A_{||} - A_{\perp}}{A_{||} + 2A_{\perp}} = 1 - \frac{A_{\perp}}{A_0} $$

where $A_{||}$ and $A_{\perp}$ ($A_{||} + 2A_{\perp} = 3A_0$) are absorbances (optical densities) measured with the incident light polarization parallel and perpendicular to the poling field direction, respectively (Fig. 26). Typically, the order parameters $<P_2>$ take the values between 0.1 and 0.3 for isotropic polymers, 0.5–0.6 for nematic liquid crystals, and 0.9–1 for smectic liquid crystals, respectively. It is worth noting that the order parameter $<P_2>$ determined in this way does not discriminate between polar and axial order. The only way to get such a discrimination is by using NLO techniques which are sensitive to the polar order.

(ii) The wavelength corresponding to the maximum absorption spectrum shifts towards larger values. This is due to the Stark effect as poled polymers behave like ferroelectrics with a large (a few MV cm$^{-1}$) poling fields. Shifts towards either higher or lower wavelengths are possible. (iii) Indeed the Stark shift $\Delta$ depends on the sign of the difference $\Delta \mu = \mu_{11} - \mu_{00}$ between molecule dipole moments in excited (1) and in fundamental (0) states.
where $c$ is the light speed and $\eta = h/2\pi$, where $h$ is Planck’s constant.

The build up of the order parameter with poling time $t$ may be well described by a monoexponential function [152, 153]:

$$
\Delta \propto \frac{\Delta \mu E_p}{\eta c}
$$

(26)
where $t$ is the time constant and $\langle P_2 \rangle_\infty$ is the plateau (saturation) value, both depending on the poling temperature (Figs. 27 and 28). Figures 27 and 28 show the poling kinetics for a side-chain liquid crystalline polymer (polyacrylate, PA3) and for an isotropic side-chain polymer [poly(methyl methacrylate), PMA3], both
functionalized with a cyanobiphenyl chromophore. It is observed that one gets higher order parameters in the case of side-chain liquid crystalline polymers. Also the poling kinetics are quite different in these two cases. In the case of the liquid crystalline polymer the plateau value of the order parameter $<P_2>_\infty$ undergoes a percolation type behavior when approaching the glass transition temperature (Fig. 29), while in the second case it shows an almost monotonic variation (Fig. 30). For comparison, the temperature variation of the order parameter after 15 min of poling ($<P_2>_{15\text{ min}}$) is also shown in both cases.

### 4.1.2 Build-Up of the Polar Order

As already mentioned, the only techniques sensitive to the polar order are even or-der nonlinear optical techniques such as the already-described second harmonic generation and linear electro-optic effect (cf. Chapter 2). The first technique offers a high sensitivity to the fast electronic contributions to $\chi^{(2)}$ susceptibility and is widely used. As already mentioned, it also gives the opportunity to study the kinetics of the poling by in situ measurements [152].

The build-up of the polar order, imaged by the growth of the SHG intensity, can be described by a triexponential function (Fig. 31):

![Graph](image)
where $l$ is the thin film thickness, $\tau_{1-3}$ are time constants of different orientation processes, and $P_{1-3}$ are rates of different mechanisms taking part in the molecule orientation process, respectively.

The sum of the poling saturation limit values for different processes ($P = P_1 + P_2 + P_3$) represents the overall poling efficiency under the experimental conditions: temperature, geometry, poling field, atmosphere.

The superscripts $p$ and $r$ in Eq. (28) refer to polymer thin film and reference harmonic intensities. The reference, with simultaneous measurements of SHG intensity from a poled, stabilized thin film, was used to correct for eventual laser intensity fluctuations. The fits of the measured temporal growth of SHG intensity with mono-, bi-, and triexponential functions are shown in Fig. 31. The best agreement is obtained when using a triexponential function (Eq. (28)). The time constants $\tau_1$, $\tau_2$, and $\tau_3$ depend on the polymer, temperature, and the chromophore itself.

The different time constants describing the growth of the polar order during poling may be attributed to different rotational mechanisms linked to the chromophore and the polymer (Fig. 32), as was discussed by Noël and Kajzar [154]. The initial rapid growth of SHG signal is characterized by a time constant $\tau_1$ of a few

$$
\frac{1}{l} \left[ \frac{I^P_{2\omega}}{I^P_{2\omega}} \right]^{1/2} = P_1 \left( 1 - e^{-t/\tau_1} \right) + P_2 \left( 1 - e^{-t/\tau_2} \right) + P_3 \left( 1 - e^{-t/\tau_3} \right)
$$

(28)
seconds. This corresponds to the short period of time required to allow the surface charge density to build up in the corona poling set-up. During that time the system can be considered as an isotropic medium. The molecular energy depends only on the dipole orientation with respect to the directing electric field. Accordingly, this rapid step-growth of the SHG signal can be attributed to the fast reorientation response of the uncorrelated polar side-chain chromophores which are free to rotate. This process is mainly governed by local non-cooperative motions of the side-groups (sub-\(T_g\) \(\beta\)-relaxation modes, Fig. 32). Its contribution to the SHG signal depends on three factors:

(i) size of the local free volume around each chromophore
(ii) degree of decoupling between the chromophore and the polymer backbone
(iii) poling temperature, determining the thermal fluctuation energy.

The subsequent growth of the SHG signal (described by \(t_2\)) is due to an improved alignment of chromophores under the quickly established, constant electric field and to the development of nematic order in the case of liquid crystals. The energy of the system depends not only on the orientation of molecule dipoles relative to the poling direction, but also on the tendency towards mutual axial alignment experienced by the active chromophore groups. For LC polymers, in which the mesogenic groups are attached to the polymer backbone via short spacers only, a partial decoupling of the main- and side-chain motions is obtained. Hence, the side-chain order influences the polymer chain contour. This results in the distortion of the polymer backbone from its normal random-coil conformation. The orienting electric field, while leading to an alignment of the active mesogenic groups, also causes the backbone units to change their conformation locally to adapt to the anisotropic orientation distribution of the poled chromophores. Therefore, the polarization growth process with the time constant \(t_2\) can be associated with the re-orientation motions of both the polymer backbone chain segments (\(\alpha\)-relaxation mode, Fig. 32) and the side-chains. Its maximum contribution depends on the polymer segmental mobility and the degree of decoupling between the polymer segments and the chromophores.

The last SHG signal growth process, described by time constant \(t_3\), not observed with amorphous isotropic polymers, may be associated with the ultraslow reorientation motions of the chromophores about the small axis. These motions give rise to the so-called \(\delta\)-relaxation mode (Fig. 32), controlled by free volume effects. However, this process is highly cooperative and requires more free volume than that characteristic of the main chain segmental motions. For PMA3, the thermal stability range of the mesophase developed under the poling field is rather small and this slow step-growth is absent from the SHG signal as soon as the poling temperature is a few degrees above \(T_g\). For PA3, at a critical poling temperature (\(T_g + 25^\circ C\)), the poling mechanism 2 and 3 tends to merge. This effect could result from the coupling between the different relaxation modes.
4.2 Photoassisted Poling

Dumont and coworkers [136, 155, 156] have observed that shining doped (or functionalized) polymer thin films with noncentrosymmetric dipolar chromophores, induces a significant increase of electro-optic coefficient in the chromophore absorption band, corresponding to a better, polar orientation of chromophores. The measurements have been done by using the attenuated total reflection technique, and the optical field polarization was perpendicular to the applied low-frequency external electric field to the thin film (Fig. 33). A better stability of induced orientation was observed in the case of functionalized polymers than in guest-host system, as is usually the case with the static field poled polymers. The chromophores orient with dipolar moments perpendicular to the optical field (and parallel to the applied static (or low frequency) field. As will be discussed later, the chromophore orientation undergoes a trans-cis isomerization process (Fig. 34).

Fig. 33a–c. Attenuated total reflection set-up (a) and temporal growth of the electro-optic coefficient as function of laser illumination at 514.5 nm: (b) experiment, (c) theory (courtesy of M. Dumont)
Figure 33 shows the experimental set-up used by Dumont and coworkers together with the observed and calculated dependence of the electro-optic coefficient on the external light illumination (green argon laser line). The studied, poled film is placed between two electrodes – one of them a silver electrode deposited on the side of a prism. The condition to excite surface polaritons in thin film depends on its refractive index and thickness as well as on the refractive indices of electrode material and prism. By varying the incidence angle it is possible to satisfy this condition, which is observed as a dip in the intensity of reflected beam. By varying the refractive index of the thin film with the applied voltage, one changes the resonance conditions (or in other words the coupling angle). The technique is very sensitive to thin film thickness and refractive index variation. As the variation of refractive index depends on the thin film electro-optic coefficient the technique serves to determine it with a high precision. The variation of refractive indices is measured with a lock-in amplifier. By shining the studied film with a He-Ne laser emitting at 632.8 nm or with an argon laser at 514.5 nm parallel to the poling field (optical electric field perpendicular to it) Dumont et al. observed a noticeable increase of the measured electro-optic coefficient (Fig. 33). The effect was significantly larger in the case of grafted polymer than with a guest-host system. Switching off the light source leads to a decrease of electro-optic coefficient, which is connected with the decrease of the polar order. The relaxation of polar order is faster in guest-host systems than in side-chain polymers, as it is usually observed.

A possible explanation of this effect is shown schematically in Fig. 34. The active molecule, which is the DR 1 chromophore, undergoes the trans-cis isomerization under the light illumination. The double N = N bond is flexible in the excited state and through rotation or translation, the molecule may change configuration from trans to cis form. This process is very fast in liquids [157,158] and is significantly slower in the solid state [159]; it has been estimated to take about 150 ns for a grafted polymer. The inverse transformation (although sometimes the process is
irreversible) from cis to trans form may go only through nonradiative channels and is very slow (of the order of a few seconds in solids). Molecules can return to the previous configuration, but will again be excited by incoming light. Thus, the only stable position will be obtained if molecule orients with the dipole moment perpendicular to the incident light polarization, thus parallel to the applied electric field. As a consequence, the light-induced molecular re-orientation will lead to an increase of the electro-optic coefficient as was observed experimentally by Dumont and coworkers [136, 155, 156, 160]. By using a simple rate equation for the trans-cis isomerization process Dumont [160] described the observed temporal behavior of the electro-optic coefficient during the attenuated total reflection measurements (solid lines in Fig. 35).

4.3 All Optical Poling

Charra et al. [137] and Kajzar et al. [159] observed formation of a polar orientation of chromophores in nondegenerate (pump beams at 1064 nm, probe beam at 532 nm) phase conjugate experiments performed on a copolymer of PMMA with DR 1 chromophore. The observed signal at 532 nm rose slowly with time, up to a saturation value. A spontaneous SHG was observed after switching off the probe beam, with a fast relaxation component at the beginning [159]. The maximum second-order nonlinear optical susceptibility value obtained in these experiments was 3 pm V⁻¹ [137]. This experiment showed that by using purely optical fields one could obtain a polar orientation of chromophores in a functionalized or a doped polymer film.
A significantly larger $\chi^{(2)}$ value was obtained in seeding geometry by using two collinear picosecond beams at 1064 nm and 532 nm. The chromophore orientation was done by using a pulsed picosecond Nd:YAG laser delivering both fundamental (1064 nm) and harmonic (532 nm) wavelengths at 10 Hz repetition rate. Energies were 500 µJ and 2.5 µJ, respectively at 1064 nm and 532 nm, and the beam diameter was 2 mm at the sample location. With the same polymer as that used in the four-wave mixing geometry, the values of $d_{pp}$ susceptibility close to that obtained in corona poling were measured [161, 162]. An example of the poling process for a PMMA-DR 1 of 65/35 mol % copolymer is shown in Fig. 35. The growth of the polar order is much slower than in the case of static field poling, where it takes place during about three minutes at temperatures close to the polymer glass transition temperature. Here, the poling is done at room temperature. After stopping the seeding procedure, a relaxation of the induced order is observed, as is also the case with static field poling. This seeding geometry had been used for optical poling of glass fibers, where an efficient SHG was also obtained after the seeding procedure [163, 164].

The mechanism responsible for the creation of $\chi^{(2)}$ grating in glass fibers was proposed originally by Baranova and Zeldovich [165] in terms of a polychromatic interference of input fields at $\omega$ and $2\omega$ frequencies, leading to a non-zero temporal average poling field:

$$\left\langle E_{2\omega} \cos 2\omega t \left( E_{\omega} \cos (\omega t + \phi) \right)^2 + c.c. \right\rangle_t = E_{2\omega} E_\omega^2 \cos (\Delta \phi)$$

(29)

![Fig. 36. Experimental dependence of the SHG intensity induced after 20 min preparation time, on the relative phase $\Delta\Phi$ of the $\omega$ and $2\omega$ beams. Solid line corresponds to a theoretical dependence with $\Delta n = n(2\omega) - n(\omega) = 0.3$. Sample was 0.1 µm thick with 0.3-optical density at 532 nm [161]](image)
where $\Delta \phi$ is the relative phase difference between $E_{w}$ and $E_{2w}$ fields. Such a dependence was indeed verified, as shown in Fig. 36. However, the microscopic mechanism of all optical poling in polymers is different from that in glass fibers, in which the color centers and defects are at the origin of the created polarization. Similarly as in photoassisted poling and in the case of azo dyes, the polar orientation of dipole moments can be explained by the $\text{trans}$-$\text{cis}$ isomerization. Contrariwise to the photoassisted poling, in which this isomerisation is induced by a one-photon transition (Fig. 34), in all optical poling this is excited simultaneously by two photons with frequency $\omega$ and one photon with frequency $2\omega$ (Fig. 37).

As already mentioned, the azo dyes used strongly absorb light if the exciting optical field is parallel to the dipole transition moment. The double $N = N$ bond in the excited state is mobile and the molecule changes conformation to the $\text{cis}$ form, with a smaller volume and with increased mobility. Subsequently, the molecule relaxes slowly to the $\text{trans}$ form through the non-radiative channels. In photoassisted poling a stable orientation of chromophores is achieved when the dipole transition moment is perpendicular to the optical, exciting field. A given polar orientation is imposed by the applied DC field. In all optical poling, a stable chromophore orientation is obtained when the dipole moment is directed oppositely to the exciting field due to the existence of a non-zero temporal average “poling” field (Eq. (29)). There is a fundamental difference between photoassisted poling and all optical poling in the chromophore orientation obtained. In the first case, chromophores orient perpendicularly to the optical field, whereas in the second they are parallel (to the resulting $<E^3>$ poling field).

### 5 Statistical Orientation Models

For noninteracting dipole moments and for a single crystal there exists a straight relationship between the microscopic $(\beta_{ijk})$ and macroscopic $\chi^{(2)}_{IJK}$ hyperpolarizabilities. This is obtained by the transformation of the corresponding tensor components from the molecular to the laboratory reference frame:
where \(N^{(n)}\) is the number density of molecular species \((n)\), \(a_{ij}\) are Wigner’s rotation matrices, \(\omega_{1-3}\) are frequencies of interacting photons (a static field is considered as a photon with frequency 0) and \(f^{(n)\hbar\omega}\) is the local field factor at frequency \(\omega\), as given by Eq. (7). This relationship is not more valid for partially ordered systems only, like poled polymers for which the microscopic second-order NLO susceptibility is given by:

\[
\chi^{(2)}_{ijk}(\omega_3; \omega_1, \omega_2) = \sum_n N^{(n)} \sum_{ijk} f^{(n)\hbar\omega}_i f^{(n)\hbar\omega}_j f^{(n)\hbar\omega}_k a_{il}^{(n)} a_{jj}^{(n)} a_{kk}^{(n)} \beta^{(n)\hbar\omega}_{ijk}(-\omega_3; \omega_1, \omega_2) \tag{30}
\]

where for the sake of simplicity we assumed only one active species with density \(N\), \(< >\) in Eq. (31) is the orientation average of \(\beta\) hyperpolarizability, and \(F\) is the global field factor (Eq. (6) with corresponding frequencies).

As already mentioned, for poled polymers with point symmetry \(\infty\text{mm}\) and taking into account the Kleinman’s conditions there are two non-zero \(\chi^{(2)}\) tensor components: diagonal \(\chi^{(2)}_{zzz}\) and off diagonal \(\chi^{(2)}_{xxx}\), where the z-axis is parallel to the poling direction. Further simplification comes by considering only the one-dimensional charge-transfer molecules, as is the case here, with enhanced \(\beta_{zzz}\) component in the charge-transfer direction z (in the molecular reference frame). In that case we have the following relationships between the macroscopic and the microscopic quantities (for the sake of simplicity we assume the azimuthal symmetry as it is the case with poled polymers):

\[
\chi^{(2)}_{ZZZ}(\omega_3; \omega_1, \omega_2) = NF \beta_{zzz}(\omega_3; \omega_1, \omega_2) \left< \cos^3 \Theta \right> \tag{32}
\]

and

\[
\chi^{(2)}_{XXX}(\omega_3; \omega_1, \omega_2) = \frac{1}{2} NF \beta_{zzz}(\omega_3; \omega_1, \omega_2) \left< \sin^2 \Theta \cos \Theta \right> \tag{33}
\]

where \(\Theta\) is the angle between the poling field and the molecular (charge transfer) axis (Fig. 38).

The orientational averages appearing in Eqs. (32) and (33) can be obtained by introducing the orientation distribution function \(G(\Theta)\), giving the probability of finding the molecular axis in the \(\Theta\) direction (Fig. 38). In that case the corresponding orientation averages are given by:

\[
\left< \cos^3 \Theta \right> = \frac{2\pi}{N_A} \int_0^\pi G(\Theta) \cos^3 \Theta \sin \Theta d\Theta \tag{34}
\]
where the normalization factor is given by:

\[ N_A = 2\pi \int_0^\pi G(\Theta) \sin \Theta d\Theta \]  

(36)

At higher temperatures (above or slightly below the room temperature), when molecules may rotate freely (free gas model) one uses the Gibbs-Boltzmann distribution function for \( G(\theta) \) given by:

\[ G(\Theta, E_p) = e^{\frac{U(E_p)}{kT}} \]  

(37)

where \( E_p \) is the poling field. For dipolar molecules, the ordering energy \( U \) is given by:

\[ U(E_p) = \mu^* E_p \cos \theta + \frac{1}{2}(\alpha_\parallel - \alpha_\perp)E_p^2 \cos^2 \theta = U_1(E_p) + U_2(E_p) \]  

(38)

where the first term on the right-hand side is the electric field-dipole moment interaction energy and the second term describes interaction energy of the induced dipole moment with electric field. \( \alpha_\parallel \) and \( \alpha_\perp \) are molecular hyperpolarizabilities parallel and perpendicular to the charge transfer direction, respectively, and \( \mu^* \) is the ground-state dipole moment of the molecule, corrected for the local field. Neglecting the induced dipole moment interaction energy with the poling field (isotropic model), for the second-order NLO susceptibility components, one gets the following expressions [166]:

\[ \left\langle \cos \Theta \sin^2 \Theta \right\rangle = \frac{2\pi}{N_A} \int_0^\pi G(\Theta) \cos \Theta \sin^3 \Theta d\Theta \]  

(35)
\[ \chi_{ZZZ}^{(2)}(-\omega_3; \omega_1, \omega_2) = NF_\beta_{zzz}(-\omega_3; \omega_1, \omega_2)L_3(x) \]  
(39)

and

\[ \chi_{XZZ}^{(2)}(-\omega_3; \omega_1, \omega_2) = NF_\beta_{zzz}(-\omega_3; \omega_1, \omega_2)(L_1(x) - L_3(x)) \]  
(40)

where

\[ x = \frac{\mu^* E_P}{kT} \]  
(41)

is the ratio of ordering energy to the thermal randomization energy. \( L_n(x) \) in Eqs. (39) and (40) is the Langevin function given by:

\[
L_n(x) = \frac{\int \cos^n \Theta e^{x \cos \Theta} \sin \Theta d\Theta}{\int e^{x \cos \Theta} \sin \Theta d\Theta}
\]  
(42)

with

\[ L_1(x) = \coth x - \frac{1}{x} \]  
(43)

\[ L_2(x) = 1 + \frac{2}{x^2} - \frac{2}{x} \coth x \]  
(44)

\[ L_3(x) = \left(1 + \frac{6}{x^2}\right) \coth x - \frac{3}{x} \left(1 + \frac{2}{x^2}\right) \]  
(45)

It is straightforward to express the order parameter \( <P_2> \) in terms of Langevin function \( L_2(x) \) [167]:

\[
<P_2> = <P_2(\cos \Theta)> = \frac{1}{2} <3\cos^2 \Theta - 1> = \frac{3}{2} \left( L_2(x) - 1 \right) \approx \frac{x^2}{15} \quad \text{for} \quad x \leq 1
\]  
(46)

From the knowledge of the order parameter from the measurement of the variation of the optical absorption spectrum due to poling, one can estimate the \( x \) parameter (Eq. (43)) intervening in the above developments. For poled polymers one can use also another alternative description of linear and nonlinear optical susceptibilities by expanding the orientation distribution function in the series of Legendre polynomials, where the expansion coefficients are order parameters:

\[
G(\theta) = \sum_{n=0}^{\infty} \frac{2n+1}{2} <P_n(\cos \theta)> P_n(\cos \theta)
\]  
(47)
which can be expressed in terms of the modified spherical Bessel functions [168]

\[ \langle P_n(\cos \theta) \rangle = \frac{i_n(x)}{i_0(x)} \]  

(48)

The following recurrent relations obey the modified spherical Bessel functions:

\[ i_{n-1}(x) - i_{n+1}(x) = \frac{2n+1}{x} i_n(x) \]  

(49)

where

\[ i_0(x) = \frac{\sinh x}{x} \]  

(50)

Similarly, for Legendre polynomials we have

\[ \langle P_{n-1}(\cos \Theta) \rangle - \langle P_{n+1}(\cos \Theta) \rangle = \frac{2n+1}{x} \langle P_n(\cos \Theta) \rangle \]  

(51)

with

\[ \langle P_0(\cos \Theta) \rangle = 1 \]  

(52)

\[ \langle P_1(\cos \Theta) \rangle = \langle \cos \Theta \rangle \]  

(53)

\[ \langle P_2(\cos \Theta) \rangle = \frac{1}{2} \left( 3 \cos^2 \Theta - 1 \right) \]  

(54)

\[ \langle P_3(\cos \Theta) \rangle = \frac{1}{2} \left( 5 \cos^3 \Theta - 3 \cos \Theta \right) \]  

(55)

and

\[ \langle P_4 \rangle = \frac{1}{8} \left( 35 \cos^4 \Theta - 30 \cos^2 \Theta + 3 \right) \]  

(56)

The odd parameters \( <P_{2k+1}> \) characterize the polar order, while the even order parameters characterize the axial order.

Introducing the developments (Eqs. (43)–(45)) into Eqs. (39) and (40)) one can calculate the effect induced by the poling field via the second-order NLO susceptibility tensor components \( \chi^{(2)}_{zzz} \) and \( \chi^{(2)}_{xxz} \). Both are depicted in Fig. 39 as a function of the \( x \) parameter (Eq. (41)). It is clearly seen that the poling process, with poling field directed perpendicular to the thin film surface, creates noncentrosymmetry in thin film with both components increasing for small \( x \) values (Eq. (41)). The off diagonal \( \chi^{(2)}_{xxz} \) component reaches a maximum for \( x \approx 3 \) and thereafter decreases, while the diagonal component \( \chi^{(2)}_{zzz} \) component increases monotonically
to a saturation value corresponding to a perfect alignment at infinite electric field (all dipole moments parallel). We note here that at the same time the poling process creates optical birefringence in the thin film with an increase of extraordinary and a decrease of ordinary index of refraction, as can also be seen from the optical absorption variation through Kramers-Kronog relations. Both $\chi^{(2)}$ tensor components (Eqs. (32) and (33)) can be expressed in terms of the polar order parameters $<P_1>$ and $<P_3>$ through Eqs. (53) and (55) yielding:

$$\chi^{(2)}_{zzz} = 3N\beta_{zzz}P_1\left(\cos\theta\right)$$  \hspace{1cm} (57)

and

$$\chi^{(2)}_{zzx} = 3N\beta_{zzx}P_1\left(\cos\theta\right)$$  \hspace{1cm} (58)

The efficiency of the polar ordering is given by the ratio

$$a = \frac{\chi^{(2)}_{zzz}}{\chi^{(2)}_{zzx}}$$  \hspace{1cm} (59)

which varies between 1 and $\infty$. The last value is reached for perfectly ordered structures (all dipole moments pointing in the same direction). The parameter $a = 3$ for a free electron gas (isotropic model). For side-chain liquid crystalline polymers $a$ values as high as 18 have been obtained [169].

---

**Fig. 39.** Calculated variation of the diagonal ($\chi^{(2)}_{zzz}$) and off diagonal ($\chi^{(2)}_{zzx}$) tensor components with $x = \mu E_p / kT$.
6 Relaxation Processes

One of the important parameters determining practical applicability of poled polymers is the stability of the induced polar orientation. This is studied usually through the temporal behavior of the $\chi^{(2)}$ susceptibility or of the electro-optic coefficient $r$ at elevated temperatures. The studies of the relaxation of the induced polar order were almost done for the static field poled polymers. The temporal decay of the $\chi^{(2)}$ susceptibility with $t$ is usually described by the Kohlrausch [170]-Williams-Watt [171] (KWW) stretched exponential function:

$$\chi^{(2)}(t) = \chi^{(2)}(t = 0) e^{-(t/\tau)^\beta}$$  \hspace{1cm} (60)

where $\tau$ is the temperature-dependent relaxation time constant and $\beta (0 < \beta < 1)$ describes the width of relaxation (departure from a monoexponential behavior).

The relaxation of poled polymers (isotropic or liquid crystalline) may be also described by a biexponential function:

$$\frac{1}{I} \left[ \frac{I^p_{2\omega}(t)}{I^r_{2\omega}(t)} \right]^{1/2} = R_1 e^{-t/\tau_1} + R_2 e^{-t/\tau_2} + C$$  \hspace{1cm} (61)

where $I$ is the thin film thickness, $I^p_{2\omega}$ is the second harmonic intensity of the studied thin film ($p$) and of reference ($r$), respectively. The constant $C$ in Eq. (61) characterizes the residual orientation at the experimental time scale and is an important parameter for practical applications, determining the long-term stability of

![Fig. 40. Temporal decay of SHG intensity at elevated temperature for an oriented polyacrylate functionalized with cyanobiphenyl chromophore. Dash-dotted and solid lines have been computed using one and biexponential functions, respectively [154]](image-url)
induced order. $R_1$ and $R_2$ in Eq. (61) are relaxation rates and $\tau_1$ and $\tau_2$ are relaxation times of different processes contributing to the molecular disorientation, respectively. All these parameters depend on the measurement temperature. The closer the glass transition temperature is to the measurement temperature, the smaller the time constants $\tau$ and the larger the relaxation rates. This behavior is true for both isotropic and liquid crystalline polymers, as was observed by Dantas de Morais et al. [152]. Figure 40 shows an example of such a biexponential fit of $\chi^{(2)}$ decay curve.

7 Light-Induced Depoling

Large et al. [172] and Combellas et al. [173, 174] observed that shining a light on a poled polymer film within its absorption band leads to a rapid destruction of the polar order. This process is perfectly reversible if done when the film is subjected to a static external field (corona or electrode). The experiments were performed by an in situ SHG technique. Figures 41 and 42 show the temporal behavior of SHG intensity in the case of a polymer film functionalized with PMMA photoisomerizable chromophore (DR 1) and a zwitterionic molecule dissolved in PMMA matrix, respectively. In both cases one observes a disappearance of SHG signal when shining in the chromophore absorption band. The SHG signal reappears when the disorienting laser beam is switched off. The amount of disoriented chromophores depends on the number of absorbed photons. The disorientation is complete when the number of absorbed photons exceeds the number of chromophores. While in the case of the DR 1 chromophore the SHG intensity is almost constant after each switch-off of the disorienting laser beam, it increases gradually in the case of the

![Fig. 41a,b. Temporal variation of the measured in situ SHG intensity under (a) and without (b) thin film illumination in its absorption band with a He-Ne laser [172]](image)
zwitterionic molecule. It shows that the depoling process is different in these two cases. In the former case it can be explained by the cis-trans isomerization process (Fig. 43).

In the optical depoling process the exciting optical field is perpendicular to the poling static field. As already mentioned, the quasi-one-dimensional azo dyes are strongly anisotropic and absorb light when the optical field points in the transition dipole moment direction. Excited molecules change conformation from trans to cis form, with smaller volume and higher mobility. The return to the equilibrium “trans” form is accompanied by a rotation of the electron acceptor group, resulting in an orientation anti-parallel to the electric field (perpendicular to the optical field). There is therefore a light-induced reduction in the net polar order.
The modulation of the $\chi^{(2)}$ susceptibility, which is monitored by the variation of SHG intensity, is associated with the change of the medium refractive index $\Delta n$ given by:

$$\Delta n = -\frac{n^3 \Delta r E}{2}$$

where $\Delta r = \Delta \chi^{(2)} \Delta I_{2\omega}$, $E$ is the poling electric field, and $n$ is the refractive at the operation wavelength. The change in the refractive index can be calculated by using typical values for the above quantities. By assuming easily attainable $Dr = 10 \text{ pm V}^{-1}$, $E_p = 2 \text{ MV cm}^{-1}$, and $n = 1.6$, one gets a value for $\Delta n$ of 0.01, which is sufficient to modify the waveguiding conditions and may find numerous applications.

What is also very interesting from the practical point of view is that such an alternate illumination of the zwitterionic chromophore during the corona poling leads to a significant increase of $\chi^{(2)}$ susceptibility. The observed increase of $I_{2\omega}$ intensity by a factor of three (Fig. 42) corresponds to an improvement of $\chi^{(2)}$ susceptibility (and correspondingly of the E-O coefficient $r$) by 70%. Also, the temporal stability of the induced noncentrosymmetric order in alternately illuminated thin films is significantly better than in untreated films (an increase of the decay time constant by a factor of 5 [174]).

8 Applications of Second-Order NLO Polymers

The noncentrosymmetric materials described in this paper target a large class of practical applications such as frequency doubling (blue conversion for data storage, microlithography, medicine, biology), tunable light sources (optical parametric oscillators), electro-optical modulation for high-rate (tens to hundreds of GHz) signal transmission, terahertz electric pulse generation, not achievable by purely electric circuitry, etc. Some of these applications were already realized with poled polymers with different performances and will shortly be discussed and described in this chapter. For other realizations and more details, in particular concerning the electro-optic modulation, the reader is refered to the chapter by L. Dalton.

8.1 Frequency Doubling

The poled polymers were developed mainly for applications in waveguiding configuration which we will discuss shortly here. One of them is frequency doubling through the SHG process. Several techniques were proposed and developed for these purposes and polymeric waveguides. These are:
(i) Cerenkov-type SHG generation [175–177]
(ii) Quasi-phase matching in periodically poled polymer films [178, 179, 149]
(iii) Counterpropagating beams SHG [180, 181]
(iv) Modal phase matching [182]

8.1.1 Cerenkov-Type SHG Generation

In the Cerenkov-type SHG the fundamental wave is guided in thin film, while the harmonic wave is outcoupled into the substrate (Fig. 44). It requires that the refractive indices of the substrate $n_s^{\omega(2\omega)}$ at $\omega$ and $2\omega$ frequencies and the effective index of thin film $n_{\text{eff}}^{\omega}$ at $\omega$ frequency satisfy the following condition:

$$n_s^{2\omega} > n_{\text{eff}}^{\omega} > n_s^{\omega} \quad (63)$$

No phase matching is realized with this structure; thus, the conversion efficiency is limited. The main advantage is its simplicity and no severe requirements on the propagation properties at harmonic frequency (the film may be slightly absorbing); thus, higher $\chi^{(2)}$ values through resonance enhancement may be exploited (harmonic wavelength closer to the absorption band).

8.1.2 Quasi-Phase Matching in Periodically Poled Polymer Films

The structure of a periodically poled polymer is shown schematically in Fig. 45. By applying an alternatively directed poling DC field it is possible to create a structure

![Fig. 44. Schematic representation of Cerenkov-type SHG in a polymeric waveguide](image)

![Fig. 45. Schematic representation of alternate quasi-phase-matched structure. Arrows shows orientation of dipolar moments (and consequently the orientation of the diagonal $\chi^{(2)}_{ZZZ}$ component)](image)
composed from substructures with thickness corresponding to the coherence length in thin film. Due to the change of direction of $\chi^{(2)}_{ZZZZ}$ component when passing from one substructure to the second one, there is no decrease in the intensity of SH wave, but free and bound waves still add constructively. Obviously such structure works at fixed wavelength only, although by rotating it slightly one can also convert wavelength close to the optimal conversion wavelength corresponding to the fundamental wave at normal incidence. Of course, due to the coupled intensity decrease with incidence angle, less conversion efficiency will be achieved.

8.1.3 Counter-Propagating Beams Second Harmonic Generation

Normandin et al. [181, 183–186] proposed a new geometry for SHG generation in poled polymer waveguides using counter-propagating beams at fundamental frequency, as shown schematically in Fig. 46. Two beams with $\omega$ frequency propagate in opposite direction, and in the area of their overlap $2\omega$ beam is emitted perpendicular to the thin film surface with intensity [181]:

$$P_{2\omega} = A_{NL} P_+(0) P_-(L) \frac{L}{W}$$  \hspace{1cm} (64)

where $P_-$ and $P_+$ are input powers on both sides of the waveguide, respectively, $W$ is the beam width, $L$ is the propagation length, and

$$A_{NL} = \frac{1}{2} \varepsilon_0 cn^{2\omega} |TS|^2$$  \hspace{1cm} (65)

where $T$ is the effective transmission coefficient and $S$ is the overlap integral

$$S = \frac{i\omega}{\varepsilon n^{2\omega}} \int_{-\infty}^{0} d_{yyy}(-2\omega;\omega,\omega) E_y^2(x) \frac{e^{i2\omega n^{2\omega}x}}{c} dx$$  \hspace{1cm} (66)

Although the conversion efficiency is not very high the technique can be used for beam demultiplexing in the two-wave mixing configuration. Due to the wave vector conservation requirement the direction of the sum frequency beam emission depends on the ratio of the incident beam frequencies.

![Fig.46. Schematic representation of SHG with counter-propagating beams](image-url)
8.1.4 Modal Phase Matching

In optical waveguides several modes may propagate, satisfying the eigen equation and whose number depends on the light polarization (TE or TM modes), the thin film thickness, its refractive index as well as on the substrate and superstrate (usually air) layer refractive indices. Different modes propagate with different velocities corresponding to different refractive indices. The modal phase matching can be realized if the effective refractive index of a fundamental (TE or TM) mode \( f \) is equal to that of a harmonic (TE or TM) mode \( h \)

\[
n_{\text{eff}}^f (\omega) = n_{\text{eff}}^h (2\omega), f < h
\]  

(67)

The conversion efficiency is directly proportional to the overlap integral between fundamental and harmonic optical fields of given modes

\[
S_{fh} = \left[ \int_{\text{active layer}} \left( E_f^\omega \right)^2 E_h^{2\omega} \, dz \right]^2 \over \left( \int_{-\infty}^{\infty} \left( E_h^{2\omega} \right)^2 \, dz \right)^2 \left( \int_{-\infty}^{\infty} \left( E_f^\omega \right)^2 \, dz \right)^2
\]

(68)

Up to now, no significant conversion efficiencies \( \eta = P_{2\omega}/P_\omega \), where \( P \) is power at given frequency, were reported. This is mainly due to the poor overlap integral, limited propagation length caused by the nonoptimized propagation properties of polymeric waveguides, and limited values of \( \chi^{(2)} (-2\omega, \omega, \omega) \) susceptibility.

We note also that PM SHG was obtained with poled polymer thin films using a planar waveguide with corrugated grating [187].

8.2 Frequency Tuning

One of the important applications of second-order NLO materials is obtaining of tunable laser sources. Second harmonic generation or sum frequency generation systems lead to monochromatic sources. The optical parametric oscillators are based on the parametric generation of two waves with frequencies \( \omega_s \) (signal) and \( \omega_i \) (idler). In noncentrosymmetric materials an incident photon with frequency \( \omega \) creates two photons satisfying the energy

\[
\omega = \omega_s + \omega_i
\]

(69)

and momentum conservation
Tunable OPOs were already demonstrated with different organic single crystals. Very recently Alshikh Khalil et al. [182] have shown the feasibility of an OPO in guided wave configuration with poled polymer film. The pump was at 532 nm and the signal was at 853 nm. Internal optical gain of 1 dB was obtained after propagating on 5 mm with the pump power of 1.5 kW.

8.3 Electro-Optic Modulation

Electro-optic modulation is another important field for applications of second-order NLO materials for signal transmission, signal processing, and optical interconnections. Poled polymers allow the making of electro-optic modulators in waveguiding configuration suitable for applications in integrated optics and for parallel treatment [188–191]. Moreover, these modulators can be integrated with the silicon technology, are easy and cheap to fabricate, and allow a transmission band over 400 GHz [192] with half-wave voltage less than 1 V [194–196]. Figure 47 shows an example of a polymeric Mach-Zehnder modulator for amplitude modulation. The light beam is split into two beams propagating in separate arms of the modulator. A multilayer structure (shown in insert of Fig. 47) is placed in one of the arms (although sometimes in both arms to get a better control of the relative phase of two beams) and depending on the applied electrode voltage, the phase of the propagating beam is varied. This is due to the variation of the refractive index of the active polymeric layer in which the beam propagates through the linear electro-optic effect (Eq. (62)), which induces a phase change of the propagating beam given by:

$$\Delta \varphi = \frac{\pi n^3 LE}{\lambda}$$

(71)
where \( n \) is the polymer film refractive index, \( r \) is its electro-optic coefficient, \( L \) is the propagation length (waveguide length), \( \lambda \) is the operation wavelength, and \( E \) is the applied electric field. The resultant phase mismatch between two beams leads to the variation of the amplitude, and consequently of the intensity of two interfering beams at the output of the interferometer, which is controlled by the applied voltage to the electrodes. The minimum voltage necessary to create a phase mismatch between both beams equal to \( \pi \) is called the half-wave voltage \( V_\pi \) and is given by:

\[
V_\pi = \frac{d\lambda}{rn^3L\Gamma}
\]  

(72)

where \( d \) is the waveguide thickness and \( \Gamma \) is a correction factor close to 1. The performances and in particular the bandwidth depends strongly on the design of electrodes. Actually, polymeric electro-optic modulators with a transmission band of 130 GHz have been reported [105, 106]. More details on polymeric Mach-Zehnder electro-optic modulators and their performances can be found in the chapter by Dalton [194].

Another type of intensity modulators was proposed and developed by Blau et al. [195]. It uses diffraction gratings (Fig. 48) to couple the light into a planar waveguide. If the coupling condition is fulfilled the input beam is spread out into guided and reflected modes (Fig. 46). Application of an electric field to the electrodes leads to the change of waveguide refractive index and consequently to the change of coupling conditions and another redistribution of light intensity between reflected and guided modes. Thus, the intensity of guided and reflected modes depends on the electric field strength. The transmission band of such a modulator depends again on the design of electrodes [196]. The same structure may be used for light deflection [197] as shown in Fig. 49.

![Fig. 48. Schematic representation of an electro-optic modulator using a planar waveguide with corrugated grating](image-url)
8.4 Ultrashort Electric Pulse Generation

Another application of noncentrosymmetric materials is generation of THz electric pulses, impossible to obtain by using classical electric circuitry. This can be done either by linear optical rectification effect with $\chi^{(2)}(0; –\omega_1, \omega_2)$ susceptibility or through the difference frequency generation (DFG) with $\chi^{(2)}(\omega_1 – \omega_2; \omega_1, \omega_2)$ term. In the first case, the femtosecond laser pulse propagating in a nonlinear material creates a DC field of the same temporal duration. In the second case, by using two monochromatic laser pulses close in wavelength, the electromagnetic waves are generated in the submillimeter range. To our knowledge no demonstration was made with poled polymer films but only with highly nonlinear organic crystal, DAST (4’-dimethylamino-N-methyl-4-stilbazolium tosylate) or inorganic crystals (ZnTe) [198, 199].

9 Concluding Remarks

In this review, it was impossible to cite all papers dealing with synthesis of chromophores for SHG, material processing, characterization, and applications, since these are too numerous. Many more applications with these materials have been demonstrated, for example, high-electric field measurement [200]. This field of research is still experiencing rapid development, not only in theoretical design and synthesis of new highly efficient chromophores, better stability, high-glass transition temperature polymers, but also in device applications. The problems encountered with these materials are more clear now than at the beginning of this approach in the early eighties. Although a large progress is noticed in getting materials with a large NLO response and improved temporal stability of the induced polar order, the problem of the chemical (aging) and photochemical stability (light-
induced chemical reactions and/or molecule decomposition) requires more systematic studies and a better understanding to be solved [201, 202]. It requires a closer interdisciplinary collaboration between chemists, physicists, and device engineers. The solution to this problem is particularly important for practical applications of these materials.
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Photorefractive polymers exhibit large refractive index changes when exposed to low power laser beams. When the optical excitation consists of two interfering coherent beams, the periodic light distribution produces a periodic refractive index modulation. The resulting index change produces a hologram in the volume of the polymer film. The hologram can be reconstructed by diffracting a third laser beam on the periodic index modulation. In contrast to many physical processes that can be used to generate a refractive index change, the photorefractive effect is fully reversible, meaning that the recorded holograms can be erased with a spatially uniform light beam. This reversibility makes photorefractive polymers suitable for real-time holographic applications. The mechanism that leads to the formation of a photorefractive index modulation involves the formation of an internal electric field through the absorption of light, the generation of carriers, their transport and trapping over macroscopic distances. The resulting electric field produces a refractive index change through orientational or non-linear optical effects. Due to the transport process, the index modulation amplitude is phase shifted with respect to the periodic light distribution produced by the interfering optical beams that generate the hologram. This phase shift enables the coherent energy transfer between two beams propagating in a thick photorefractive material. This property, referred to as two-beam coupling, is used to build optical amplifiers. Hence, photorefractive materials are also playing a role in imaging applications. Discovered and studied for several decades mainly in inorganic crystals and semiconductors, the photorefractive effect has not yet found wide spread commercial applications. This can be attributed to the difficulties associated with the growth of crystals, and to the high cost of optical and optomechanical components necessary for the development of complete optical systems. With the emergence of novel low cost plastic optical components that can be mass produced by techniques such as injection molding, the cost and the weight of optical components is decreasing rapidly. This trend together with the advances made in fabricating integrated laser sources at lower cost provide a great momentum to the development of new optical processing technologies. As real-time optical recording and processing media, photorefractive polymers are expected to play a major role in these technologies. The optical, physical, and chemical properties of photorefractive polymers are outlined and discussed. Current material classes and their respective merits and future challenges are presented together with examples of applications.
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List of Abbreviations and Symbols

\[ E \] electric field
\[ H \] magnetic field
\[ D \] electric displacement field
\[ B \] magnetic induction field
\[ c \] speed of light
\[ \varphi \] electric charge density
\[ j \] current density
\[ \nabla \cdot \] divergence operator
\[ \nabla \times \] curl operator
\[ \varepsilon \] dielectric function
\[ P \] polarization
\[ \mu \] magnetic permeability
\[ \chi \] optical susceptibility
\[ \eta' \] complex refractive index
\[ n \] real part of complex refractive index
\[ k' \] imaginary part of complex refractive index
\[ U(r,t) \] complex wavefunction
\[ v \] speed of light in a medium with refractive index \( n \)
\[ \omega, \omega_i \] optical frequency
\[ k \] wavevector
\[ \lambda \] wavelength
\[ \zeta, \epsilon \] electric field complex amplitude
\[ \alpha \] absorption coefficient
\[ e \] elementary charge
\[ m \] electron rest mass, and fringe visibility
\[ \Gamma' \] damping constant
\[ \omega_0 \] resonance frequency
\[ N \] density of electrons, density of molecules
\[ \chi' \] real part of the complex susceptibility
\[ \chi'' \] imaginary part of the complex susceptibility
\[ \Phi \] Cauchy principal value
\[ \mathcal{I} \] unitary second-rank tensor
\[ \tilde{\epsilon} \] dielectric tensor
\[ n_x, n_y, n_z \] principal indices of refraction
\[ n_o \] ordinary refractive index
\[ n_e \] extraordinary refractive index
\[ \theta \] angle
\[ \chi_L \] linear part of the total optical susceptibility
\[ \chi^{(2)} \] second-order nonlinear susceptibility
\[ \chi^{(3)} \] third-order nonlinear susceptibility
\(D\) degeneracy factor
\(d_{ij}\) second-order nonlinear tensor elements
\(E_0\) d.c. or low frequency electric field
\(r, r_{ij}\) linear electro-optic coefficient, electro-optic tensor elements
\(s\) quadratic electro-optic coefficient and photoionization cross-section
\(\tilde{\eta}, \eta_{ij}\) impermeability tensor, impermeability tensor elements
\(\mu, \mu_i\) dipole moment, dipole moment component
\(\alpha, \alpha_{ij}\) linear molecular polarizability tensor, tensor components
\(\tilde{\beta}, \beta_{ijk}, \beta_{zzz, \beta}\) first hyperpolarizability tensor, tensor components
\(\tilde{\gamma}\) second hyperpolarizability tensor
\(R^{(n)}\) degeneracy factors
\(\beta_{add}, \beta_{CT}\) additive and charge-transfer contributions to the first hyperpolarizability
\(f\) optical transition oscillator strength and lens focal length
\(\Delta \mu_{ge}\) difference in dipole moment between excited state and ground state
\(\hbar \omega_{ge}\) photon energy
\(\mu_{ge}\) transition dipole moment
\(\beta(0)\) dispersion-free value of the first hyperpolarizability
\(h = h / 2\pi\) Planck constant
\(E_{ge}\) energy
\(|\psi>, |\mu>, |z>\) wave functions
\(p_i\) molecular polarizability component
\{X,Y,Z\} laboratory Cartesian system of coordinates
\{x,y,z\} molecular Cartesian system of coordinates
\(V\) volume
\(a_{ij}\) director cosines
\(\varphi, \theta, \psi\) Euler angles
\(d\Omega\) differential solid angle
\(U(\theta)\) interaction energy
\(G(\varphi, \theta, \psi), G(\Omega)\) Maxwell-Boltzmann distribution function
\(\mu^*\) corrected value of dipole moment
\(E_p\) poling field
\(k_B\) Boltzmann constant
\(T\) temperature
\(L_n(x)\) Langevin functions
\(I(x), I_i, I_0\) optical intensity
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$\Lambda$  grating spacing

$e_i$  unitary polarization vectors

$N_{D^0}, N_D, N_{D^+}$  density of donors, density of neutral donors, and density of donor radical cations

$N_{A^-, N_A}$  density of acceptors, density of acceptor radical anions

$\beta$  thermal generation rate

$\gamma$  recombination coefficient

$n_e$  density of electrons

$\nabla$  gradient operator

$\mu_e$  electron drift mobility

$\varepsilon_{dc}$  d.c. or low frequency dielectric constant

$E^{(dc)}, E_1, E_{sc}, E_{q0}, E_{m}, E_{ext}$  d.c. or low frequency electric field

$E_D$  diffusion field

$E_q$  limiting space-charge field

$N_{\text{eff}}$  effective photorefractive trap density

$\Theta$  shift of the photorefractive space-charge field

$\Delta n, \Delta \bar{n}$  refractive index modulation amplitude, complex refractive index modulation amplitude

$r_{\text{eff}}$  effective electro-optic coefficient

$Q$  factor for evaluating thick or thin gratings

d  sample thickness

$c_p, c_d$  obliquity factors

$\eta$  diffraction efficiency

$\alpha_1, \alpha_2$  propagation angles

$\Gamma$  two-beam coupling gain coefficient

$\gamma_0$  intensity ratio in two-beam coupling

$Q'$  figure of merit

$\mu(E, T)$  carrier mobility

$K$  grating vector

$\sigma, \sigma_{VdW}, \sigma_D$  energetical disorder

$\Sigma$  positional disorder

$T_g$  glass transition temperature

$T_c$  dispersive to nondispersive transition temperature

$\Delta \alpha$  polarizability anisotropy

$Q_{OP}$  figure of merit for orientational photorefractivity

$N_{\text{max}}$  maximum non-interacting chromophore density

$\xi$  angle between the total field and the Z axis
1 Introduction

With regard to the pervasiveness of optical technologies, the high bandwidth of optical fibers has enabled the successful development of the internet that is changing the world’s economy and the way people communicate and interact. As optics and lasers have invaded our homes and are generating multitrillion-dollar worldwide markets, the leading role of optics is that of a technological enabler because it usually plays a supporting role in the conception of larger systems [1]. But what is the major enabler for optics? Materials. And what kind of new materials have heavily impacted society during the past 30 years? Plastics or synthetic polymers. So, polymers are expected to play a key role in the development of future optical technologies. Optical polymers will enable the emergence of entirely new products in a variety of areas ranging from information technology and telecommunications, health care, to optical sensing and lighting.

During the past decade, polymers for photonic devices have matured considerably and numerous functionalities such as electrical, electro-optical, and light-emitting properties have been incorporated successfully into polymers through the intimate collaboration between scientists from optical sciences, physics, chemistry, and materials science. Photorefractive polymers belong to these new classes of materials with several functionalities that have emerged during the last decade. Capitalizing on the previous development of electro-optic and photoconducting polymers for optical switches, and xerography, respectively, photorefractive polymers did experience a rapid development. Within ten years, they reached a performance level that outperforms some of the best inorganic materials. Active multidisciplinary research efforts in this field are constantly providing a better understanding of the basic principles of photorefractivity in these complex materials.

In this chapter we review the basic optical properties required to understand photorefractivity in polymers. Section two describes the electromagnetic theory of light and introduce basic concepts related to material properties such as dielectric constant, optical susceptibility, refractive index, absorption coefficient, and how they relate to each other. Expressions for these quantities are derived using a simple oscillator model in which electrons bound to positively charged ions are displaced by the oscillating electric field of a light beam. This simple model provides a qualitative description of many key aspects of light-matter interaction and yields realistic predictions for systems that are transparent and weakly absorbing like polymers. We also introduce the basic concepts of crystal optics and discuss the linear optical properties of anisotropic media. Tensorial properties of the material properties are introduced as well as crystal symmetry considerations. The third and fourth sections provide a description of the nonlinear optical and electro-optic properties of polymers. These concepts are necessary for the understanding of photorefractivity that is described in section five. While polymers and crystals have very different
properties, the Kukhtarev model developed initially to describe photorefractivity in crystals provides a good framework for polymers too, and most of the experiments performed in polymers could be fairly well described within this framework. In section six, we describe the specificity of photorefractive polymers and illustrate some of the properties through selected examples of composites that have been developed in recent years. We do not give an exhaustive survey of the different materials reported in recent years as such surveys can be found in several recent review articles [2–4]. The last section will describe some examples of applications that have been demonstrated so far with photorefractive polymers.

2
Linear Optical Properties of Polymers

2.1
Electromagnetic Theory of Light

2.1.1
Maxwell’s Equations and the Constitutive Equations

Light beams are represented by electromagnetic waves that are described in a medium by four vector fields: the electric field $\mathbf{E}(r, t)$, the magnetic field $\mathbf{H}(r, t)$, the electric displacement field $\mathbf{D}(r,t)$, and $\mathbf{B}(r,t)$ the magnetic induction field (or magnetic flux density). Throughout this chapter we will use bold symbols to denote vector quantities. All field vectors are functions of position and time. In a dielectric medium they satisfy a set of coupled partial differential equations known as Maxwell’s equations. In the CGS system of units, they give

$$
\nabla \times \mathbf{H} = \frac{1}{c} \frac{\partial \mathbf{D}}{\partial t} + \frac{4\pi}{c} \mathbf{j}
$$

$$
\nabla \times \mathbf{E} = -\frac{1}{c} \frac{\partial \mathbf{B}}{\partial t}
$$

$$
\nabla \cdot \mathbf{D} = 4\pi \varrho
$$

$$
\nabla \cdot \mathbf{B} = 0
$$

where $c$ is the speed of light, $\varrho$ and $\mathbf{j}$ are the electric charge density (density of free conduction carriers) and the current density vector in the medium, respectively. $\nabla \cdot$ and $\nabla \times$ are the divergence and curl operations. Since polymers are non-conducting dielectrics, one assumes that $\varrho = \mathbf{j} = 0$. In a non-magnetic medium, the four fields $\mathbf{E}$, $\mathbf{D}$, $\mathbf{H}$, and $\mathbf{B}$ are related through the so-called constitutive equations:

$$
\mathbf{D} = \varepsilon \mathbf{E}
$$

$$
\mathbf{B} = \mu \mathbf{H}
$$

(2)
where the constitutive parameter $\varepsilon$ is the *electric permittivity* (also called *dielectric function*) and $P = P(r, t)$ is the electric polarization density vector or *polarization* of the medium. For a non-magnetic medium $\mu = 1$. The concept of polarization occupies a central role in optics since it characterizes the response of a medium to the electrical field associated with a light beam that propagates in this medium. In a dielectric medium the electric field displaces electrons from their equilibrium position. Since the medium is neutral, this perturbation creates locally a dipole moment whenever the negative and positive charge densities do not coincide. The polarization of the medium is the macroscopic sum of these electric dipole moments induced by the electric field per unit volume. In organic molecules and polymers the nature of the bonds determine the magnitude of the binding energy and consequently the ability of the electrons involved in these bonds to be distorted by an electric field. Thus, one expects the polarization to be much higher in conjugated materials in which delocalized $\pi$ electrons are easily polarized compared with saturated materials where $\sigma$ electrons are more difficult to perturb. On a molecular level, one understands why anisotropic molecules will have strong anisotropic optical properties: a conjugated molecule with a rod-like shape, for instance, will be much easier to polarize with an electric field applied along the molecular axis than when the field is applied in a perpendicular direction. Next we derive additional concepts in dielectrics such as the optical susceptibility and refractive index. Let us first derive these quantities in idealized materials. Such ideal materials are assumed linear, nondispersive, homogeneous, isotropic, and spatially nondispersive.

A dielectric medium is said to be *linear* if the vector field $P(r, t)$ is linearly related to the vector field $E(r, t)$. This approximation is always used in the field of linear optics but fails in the case of nonlinear optics as will be discussed in more details in Sect. 3. A medium is said to be *nondispersive* if its response is instantaneous, meaning that the polarization at time $t$ depends only on the electric field at that same time $t$ and not on prior values of $E$. In most dielectrics the response time is very short (femtosecond or picosecond response times), but the fact that it is nonzero has huge consequences as will be discussed later. A medium is said to be *homogeneous* if the response of the material to an electric field is independent of $r$. A medium is said to be *isotropic* if the relation between $E$ and $P$ is independent of the direction of the field vector $E$. In the simplest case, when the medium satisfies all these conditions, the vectors $P$ and $E$ at any position and at any time are parallel and proportional and related to each other by

$$P(r, t) = \chi E(r, t)$$  \hspace{1cm} (3)

where $\chi$ is a scalar and is called the *optical susceptibility*. Substituting Eq. (3) into Eq. (2) gives the following relationship between the susceptibility and the dielectric function:

$$\varepsilon = 1 + 4\pi \chi$$  \hspace{1cm} (4)
Note that under the conditions fixed at the beginning of this sub-section, the vectors $E$, $D$, and $P$ are all parallel and proportional. Later we will see that this is not the case when the material is no longer isotropic. With Maxwell’s and the constitutive equations, one can derive for an isotropic medium the following wave equation:

$$\nabla^2 E - \frac{n^2}{c^2} \frac{\partial^2 E}{\partial t^2} = 0$$  \hspace{1cm} (5)

with

$$n = \sqrt{1 + 4\pi \chi} = \sqrt{\varepsilon}$$  \hspace{1cm} (6)

where $n$ represents the refractive index of the medium. Note the universality of Eq. (5): it is independent of the system of units and has the general form of a wave equation:

$$\nabla^2 U(r, t) - \frac{1}{v^2} \frac{\partial^2 U(r, t)}{\partial t^2} = 0$$  \hspace{1cm} (7)

where $U(r, t)$ is the complex wavefunction with an amplitude and a phase. In Eq. (7), $v$ is the speed of propagation of the wave. Comparing Eqs. (6) and (7) one sees that the optical wave in a dielectric medium with refractive index $n$ propagates at a speed of $v = c/n$. Since the speed of light is an upper limit, the refractive index of a dielectric material is necessarily higher than unity. To satisfy the wave equation, the electric field vector components must be harmonic functions of time with frequency $\omega$ and harmonic functions of space. For a plane wave, the electric field vector gives

$$E(r, t) = \zeta \cos(kr - \omega t) = \text{Re}\left\{\zeta e^{i(kr - \omega t)}\right\} = \frac{1}{2}\left\{\zeta e^{i(kr - \omega t)} + \zeta e^{-i(kr - \omega t)} + c.c.\right\} = \left\{\zeta e^{i(kr - \omega t)} + c.c.\right\}$$  \hspace{1cm} (8)

where $k$ is the wavevector with components $(k_x, k_y, k_z)$ and c.c. denotes complex conjugate. To satisfy the wave equation, the amplitude of the wavevector referred to as the wavenumber $k$ must satisfy the so-called dispersion relation:

$$k = \frac{\omega}{v} = \frac{n\omega}{c}$$  \hspace{1cm} (9)

Note that $k = 2\pi/\lambda$ where $\lambda$ is the wavelength of the light beam. With the electric field representation conventions adopted in Eq. (8), the intensity $I$ of the light beam is given by

$$I = \frac{nc}{8\pi} \left|E\right|^2 = \frac{nc}{2\pi} \left|E\right|^2$$  \hspace{1cm} (10)
In the CGS system of units adopted through this chapter all the field quantities \(E, D, H,\) and \(B\) have the same units and are expressed in statvolt/cm. Intensities are given in erg/cm\(^2\).s. Conversion into MKS units can be obtained easily by remembering that 1 statvolt = 300 V.

In real materials, for which there is a delay in the response, the polarization induced by an electric field is no longer given by Eq. (3) but is given by the convolution product:

\[
P(t) = \int_{-\infty}^{t} \chi(t-\tau)E(\tau)d\tau
\]

Using the property that the Fourier transform of a convolution product is equal to the product of the Fourier transforms, one can derive a simple relationship between the polarization and electric field in the Fourier domain:

\[
P(\omega) = \chi(\omega)E(\omega)
\]

where all the quantities are complex and are functions of the frequency \(\omega\) of the optical field. Thus, a material that does not respond instantaneously to an electric field is said to be dispersive because all the material properties such as dielectric constant, optical susceptibility, and refractive index are no longer real and constant quantities, but complex and frequency dependent. The real part \(n\) of the new complex refractive index \(n' = n + ik'\) relates to the conventional index concept developed for ideal non-dispersive materials and the imaginary part \(k'\) of the index is related to the absorption coefficient through:

\[
\alpha = \frac{2k'\omega}{c}
\]

where \(\alpha\) is the linear absorption coefficient expressed in cm\(^{-1}\). The frequency dependence of the complex refractive index can be obtained by considering the simple Lorentz oscillator model in which electrons bound to positively charged ions are displaced by the oscillating electric field of a light beam. This simple model provides a qualitative description of many key aspects of light-matter interaction and yields realistic predictions for systems that are transparent and weakly absorbing such as polymers. For an oscillator with resonance frequency \(\omega_0\) the real and imaginary parts of the index are given by

\[
n = 1 - \frac{Ne^2}{m} \frac{2\pi(\omega^2 - \omega_0^2)}{(\omega^2 - \omega_0^2)^2 + 4\Gamma^2 \omega^2}
\]

\[
k' = \frac{2\pi Ne^2}{m} \frac{2\Gamma' \omega}{(\omega^2 - \omega_0^2)^2 + 4\Gamma'^2 \omega^2}
\]
where $e$ is the elementary charge, $m$ the mass of an electron, and $\Gamma'$ is a damping constant. The frequency dependence of the real and imaginary parts of the index are illustrated in Fig. 1.

Note that this simple model predicts the normal dispersion for most optical materials: a decrease of the refractive index (real part) on the low energy side of the resonance (absorption band of a polymer for instance) when the frequency of the light is decreased. Due to causality which is the property that the polymer will not respond to the electric field before the field is applied at a given time $t$, the real part $\chi'(\omega)$ and imaginary part $\chi''(\omega)$ of the optical susceptibility are forming a Hilbert pair and are therefore related to each other through the following Kramers-Kronig relations [5]:

$$
\chi'(\omega) = \frac{2}{\pi} P \int_0^\infty \frac{\omega' \chi''(\omega')}{\omega'^2 - \omega^2} d\omega' \tag{16}
$$

$$
\chi''(\omega) = -\frac{2\omega}{\pi} P \int_0^\infty \frac{\chi'(\omega')}{\omega'^2 - \omega^2} d\omega' \tag{17}
$$

where $P$ denotes the Cauchy principal value. These relationships show that if the full frequency dependence of either the real or imaginary parts of the optical susceptibility is known, the other part can be calculated. More importantly, this property shows that absorption changes are always accompanied by refractive index changes and vice versa.

**Fig. 1.** Real and imaginary parts of the refractive index obtained with the simple oscillator model
2.1.2
Optics of Anisotropic Media

In the preceding section we have assumed that the material was isotropic, resulting in an induced polarization that is parallel to the electric field. Since most of the polymers are amorphous structures their optical properties are usually isotropic. However, electro-active polymers such as electro-optic and photorefractive polymers are made anisotropic through the orientation of the highly anisotropic functional moieties they contain. These moieties can be incorporated into polymers through different synthetic approaches: (i) the guest/host approach is which functional molecules are doped into the polymer; (ii) the fully functionalized approach where moieties are incorporated into the polymer as side chain pendant groups or into the main chain of the polymer. These functional moieties are noncentrosymmetric and have a permanent dipole moment. Their orientation in an electric field breaks the centrosymmetry in the material and generates simultaneously birefringence and second-order nonlinear optical properties as will be discussed in more details in Sects. 3 and 4. As a result of birefringence, light with different polarization and propagating in different directions will propagate with a different velocity (i.e., experience a different refractive index). Hence, the optical properties of electro-active polymers are those of anisotropic media.

In anisotropic media the polarization is no longer necessarily parallel to the electric field. Polarization and field components are no longer related by scalar proportionality factors but by tensor quantities. In other words, the polarization component in one direction is related to the field components in all three directions. In this case, the relationship between field and polarization for a dispersive medium is given by

\[
P_X = \chi_{11} E_X + \chi_{12} E_Y + \chi_{13} E_Z
\]
\[
P_Y = \chi_{21} E_X + \chi_{22} E_Y + \chi_{23} E_Z
\]
\[
P_Z = \chi_{31} E_X + \chi_{32} E_Y + \chi_{33} E_Z
\]

where \(X, Y, \) and \(Z\) represent the three Cartesian coordinates. While the optical susceptibility is described by a scalar in isotropic media (which is a complex number that is frequency dependent if the material is dispersive), in anisotropic media the susceptibility is characterized by nine tensor elements \(\chi_{ij}\). The susceptibility in this case is a second-rank tensor with \(3^2\) elements given by

\[
\hat{\chi} = \begin{pmatrix}
\chi_{11} & \chi_{12} & \chi_{13} \\
\chi_{21} & \chi_{22} & \chi_{23} \\
\chi_{31} & \chi_{32} & \chi_{33}
\end{pmatrix}
\]

and the second constitutive relation in an anisotropic medium gives
where $\tilde{I}$ is the unitary second-rank tensor. If the light–matter interaction is non-resonant (i.e., the material is transparent and has no absorption) the susceptibility and dielectric tensors are real and symmetric, i.e., $\chi_{ij} = \chi_{ji}$, and each tensor has only six independent elements [6]. The magnitude of these tensor elements depends on the choice of the $X$, $Y$, and $Z$ axis relative to the symmetry axis of the anisotropic medium. In this case, it is always possible to find a set of orthogonal axes for which the dielectric tensor is diagonal:

$$D = \left( \tilde{I} + 4\pi \chi \right) E = \tilde{\epsilon} E$$  \hspace{2cm} (20)

$$\tilde{\epsilon} = \begin{pmatrix} \epsilon_{11} & 0 & 0 \\ 0 & \epsilon_{22} & 0 \\ 0 & 0 & \epsilon_{33} \end{pmatrix} = \begin{pmatrix} n_X^2 & 0 & 0 \\ 0 & n_Y^2 & 0 \\ 0 & 0 & n_Z^2 \end{pmatrix}$$  \hspace{2cm} (21)

where $n_X$, $n_Y$, and $n_Z$ are the principal indices of refraction. In the case when all three principal indices are all different, there are two optical axes and the medium is said to be biaxial. Most of the electro-active and photorefractive polymers have only one optical axis which is generally defined by the direction of the field that is used to orient the functional moieties and cylindrical symmetry is assumed around this axis. The symmetry axis is chosen to be $Z$. Thus, the polymers we are considering in this chapter are uniaxial and are characterized by two principal indices of refraction: an ordinary index $n_o = n_X = n_Y$ and an extraordinary index $n_e = n_Z$. A symmetric second-rank tensor such as the dielectric tensor (see Eq. 21) can be represented by a quadratic surface that is invariant to the choice of the Cartesian axes and that can be written in the principal axes as

**Fig. 2.** The index ellipsoid
Equation (22) describes an ellipsoid (see Fig. 2) called the index ellipsoid. The latter is very useful in deriving the refractive index of optical waves with different polarization and propagation direction. A wave traveling in a uniaxial polymer at an angle $\theta$ with respect to the optic axis experiences two different index depending on its polarization: if the wave is s-polarized (perpendicular to the plane of incidence) the refractive index is $n_o$ and is independent of $\theta$; for a p-polarized wave (polarization in the plane of incidence) the refractive index is given by

$$\frac{1}{n^2(\theta)} = \frac{\cos^2 \theta}{n_o^2} + \frac{\sin^2 \theta}{n_c^2}$$

3 Introduction to Nonlinear Optics and Electro-Optics

3.1 Fundamentals of the Nonlinear Optics Formalism

The field of nonlinear optics started shortly after the discovery of the laser in the early 1960s. The first nonlinear optical experiment was the observation of second-harmonic generation (SHG) by Franken et al. [7]. In this experiment a ruby laser beam was sent onto a quartz crystal and a weak light beam with twice the frequency of the incoming beam was generated. Since then, interest in this field has grown continuously and covers today a variety of processes ranging from fundamental ones, including laser cooling and quantum optics, to more applied ones related to optical information technologies. A broad overview of nonlinear optical processes is beyond the scope of this chapter and we refer the reader to several textbooks that have been published previously on the subject [8–10]. In the following section we will introduce the major concepts and definitions needed to understand photorefractive polymers.

So far, in the description of the interaction of light with matter, we have assumed that the response of the material to an applied optical field was independent of its magnitude. This approximation is valid when the electric field amplitude is negligible compared with the internal electric fields in atoms and molecules. However, when lasers are used as light sources, the intensity of the optical field is usually strong and can drive the electronic response of a dielectric into a nonlinear regime. This nonlinear optical response is described by a field-dependent susceptibility that can be written as

$$\chi(E) = \chi_L + \chi^{(2)}E + \chi^{(3)}EE + ...$$
where $\chi_L$ is the linear part of the total optical susceptibility as defined in Sect. 2. $\chi^{(2)}$ and $\chi^{(3)}$ are the second- and third-order nonlinear optical susceptibilities, respectively. Consequently, the polarization $P(r, t)$ no longer linearly relates to electric field $E(r, t)$ as in Eq. (3) but contains additional contributions that are quadratic and cubic in electric field:

$$P(E) = \chi_L E + \chi^{(2)} EE + \chi^{(3)} EEE + ...$$ (25)

The second and third terms of the right hand side of Eq. (25) constitute the second- and third-order nonlinear contributions to the total polarization. These corrections to the polarization are responsible for numerous nonlinear optical processes such as the generation of light beams with new frequencies or an intensity dependent refractive index.

Nonlinear optical processes are usually classified in two classes: second-order and third-order processes. While all the materials exhibit third-order nonlinear optical properties, symmetric requirements limit the number of second-order materials: only materials that do not possess an inversion symmetry (also called noncentrosymmetry) can exhibit second-order nonlinear optical properties. This condition can be easily understood by considering that in a media with an inversion symmetry (or centrosymmetry) the polarization induced by two electric fields pointing in opposite directions are equal in amplitude but have opposite sign ($P(-E) = -P(E)$). By writing this condition using the definition of the total polarization given by Eq. (25) one can easily demonstrate that $\chi^{(2)} = 0$ in this case. Noncentrosymmetry is a necessary condition for electro-optic and photorefractive materials which are based on second-order nonlinear optical processes. Note the difference between noncentrosymmetry and anisotropy. As shown in Fig. 3, a medium that is optically anisotropic can still be centrosymmetric. Let’s consider a dielectric doped with rod-like molecules that have cylindrical symmetry along their axes but with a head different from the tail (like molecules that have a dipole moment pointing in one direction). If the molecules are aligned along a preferred direction, the medium will be optically anisotropic because the polarizability of the molecule along its axis is different from that in a perpendicular direction. However, since the molecules are only aligned, on average half of the molecules have their head pointing in one direction and the medium is invariant under a 180° rotation (this is the case in nematic liquid crystals, for instance). Such a medium will be anisotropic but still centrosymmetric and will not exhibit any second-order nonlinear optical properties. To break the centrosymmetry, orientation of the molecules is required. As opposed to alignment, in the case of orientation all the molecules have their head pointing in one direction as shown in Fig. 3c. Thus, noncentrosymmetric materials are necessarily anisotropic but in contrast anisotropy by itself does not always guarantee second-order nonlinear optical properties.
Since second-order nonlinear optical materials are anisotropic, their optical properties are described by tensors as discussed previously in Sect. 2.1.2. For a nonlinear optical process, the \(n\)-th order nonlinear polarization is due to \(n\) interacting electric field vectors and is described by an \((n + 1)\) rank tensor composed of \(3^n + 1\) tensor elements. In nonlinear optics, several fields with different frequencies \(\omega_n\) can be present simultaneously so that the electric field and the polarization are represented by

\[
E(r, t) = \sum_n E(\omega_n) e^{-i\omega_n t} + c.c
\]

(26)

\[
P(r, t) = \sum_n P(\omega_n) e^{-i\omega_n t} + c.c
\]

(27)

where the summation is restricted to positive frequencies only and \(c.c\) denotes the complex conjugate. Note that in this representation \(E(\omega_n)\) and \(P(\omega_n)\) are complex quantities. Note that in the representation given by Eqs. (26) and (27) both electric field and polarization are given by the sum of a complex number and its complex conjugate. This sum is a real number. As for linear dispersive materials (see

**Fig. 3a–c.** Schematics of: a an isotropic distribution of rod-like molecules; b an anisotropic but centrosymmetric distribution; c a non-centrosymmetric distribution

\[
\chi^{(2)}_c \neq 0
\]
Eq. (12), Eq. (25) is valid in the Fourier domain and relates the components of the susceptibility tensor elements and the complex components of the electric field and polarization. All quantities are frequency dependent. The general expression of the second-order nonlinear polarization is given by [10]:

$$P_i(\omega_n + \omega_m) = D \sum_{j,k} \chi_{ijk}^{(2)}(\omega_n + \omega_m; \omega_n, \omega_m)E_j(\omega_n)E_k(\omega_m)$$  \hspace{1cm} (28)$$

where the indices $ijk$ refer to the Cartesian components of the fields. The degeneracy factor $D$ represents the number of distinct permutations of the frequencies $\omega_n$ and $\omega_m$. In Eq. (28), the first frequency argument of the nonlinear susceptibility defines the type of nonlinear process. In the case of second-harmonic generation its value would be $2\omega$ for instance. The second and third arguments of the susceptibility refer to the frequency of the two fields that are involved in the nonlinear process. As can be seen from Eq. (28), each component of the second-order nonlinear polarization is given by a sum of 9 terms, so that the corresponding second-order susceptibility tensor has 27 elements. Fortunately, these tensors possess some symmetry properties that can be invoked to reduce the number of independent elements. In particular, the tensor elements are unchanged by permutation of the last two indices and permutation of the second and third frequency arguments:

$$\chi_{ijk}^{(2)}(\omega_n + \omega_m; \omega_n, \omega_m) = \chi_{ikj}^{(2)}(\omega_n + \omega_m; \omega_m, \omega_n)$$  \hspace{1cm} (29)$$

This property is referred to as intrinsic permutation symmetry and applies to all materials and experimental conditions. If restrictions are made, the tensor can be further simplified. For a loss-less medium, that is when the imaginary part of the complex susceptibility is zero, the tensors possess full permutation symmetry. In this case, all the frequency arguments can be interchanged as long as the Cartesian indices are changed as well. The sign of the frequency argument must be inverted when the first argument is interchanged with any of the two others:

$$\chi_{ijk}^{(2)}(\omega_l; \omega_n, \omega_m) = \chi_{jki}^{(2)}(-\omega_n; \omega_m, -\omega_l) = \chi_{kij}^{(2)}(-\omega_m; -\omega_l, \omega_n)$$  \hspace{1cm} (30)$$

When the optical frequencies involved in the nonlinear interaction are far from any resonance, the frequency dependence (or dispersion) of the optical response of the material can be ignored. In this case, the tensor elements are unchanged by the permutation of all Cartesian indices without changing the frequency arguments:

$$\chi_{ijk}^{(2)}(\omega_n + \omega_m; \omega_n, \omega_m) = \chi_{i|j|k}^{(2)} = \chi_{|i|j|k}^{(2)} = \chi_{j|k|i}^{(2)} = \chi_{|j|k|i}^{(2)} = \chi_{k|i|j}^{(2)} = \chi_{|k|i|j}^{(2)} = \chi_{i|j|k}^{(2)}$$  \hspace{1cm} (31)$$

This approximation is referred to as Kleinman symmetry and is used very often in the description of electro-optic and photorefractive polymers.
In the case of second-harmonic generation, the second-order nonlinear susceptibility tensor elements are symmetric in their last two Cartesian indices and are unchanged by the permutation of their second and third frequency arguments because they are identical. Thus, Eq. (28) can be rewritten in the simplified form

\[
\begin{pmatrix}
  p_x^{(2)} \\
  p_y^{(2)} \\
  p_z^{(2)}
\end{pmatrix} =
\begin{pmatrix}
  \chi_{XXX}^{(2)} & \chi_{XYX}^{(2)} & \chi_{XZZ}^{(2)} & \chi_{XYZ}^{(2)} & \chi_{XXZ}^{(2)} & \chi_{XXY}^{(2)} \\
  \chi_{YXX}^{(2)} & \chi_{YYY}^{(2)} & \chi_{YZZ}^{(2)} & \chi_{YYZ}^{(2)} & \chi_{YXZ}^{(2)} & \chi_{YYX}^{(2)} \\
  \chi_{ZXX}^{(2)} & \chi_{ZZY}^{(2)} & \chi_{ZZZ}^{(2)} & \chi_{ZYZ}^{(2)} & \chi_{ZXZ}^{(2)} & \chi_{ZZY}^{(2)}
\end{pmatrix}
\begin{pmatrix}
  E_x^2 \\
  E_y^2 \\
  E_z^2 \\
  2E_yE_z \\
  2E_xE_z \\
  2E_xE_y
\end{pmatrix}
\]

(32)

where for simplicity we have ignored the frequency arguments. Note that the number of independent tensor elements is now reduced from 27 down to 18 elements. Due to the intrinsic permutation symmetry, the tensor elements \(\chi_{ijk}^{(2)}\) can be expressed in contracted form \(\chi_{il}^{(2)}\) with only two indices but where the first index \(i\) takes the values 1, 2 or 3 corresponding to the three Cartesian coordinates, and the second index 1 varies between 1 and 6. The values of \(l\) refer to the six different combinations of the indices \(j\) and \(k\) with the following convention:

\[
\begin{align*}
  l: & \quad 1 & 2 & 3 & 4 & 5 & 6 \\
  j, k: & \quad 1, 1 & 2, 2 & 3, 3 & 2, 3 or 3, 2 & 1, 3 or 3, 1 & 1, 2 or 2, 1
\end{align*}
\]

In the contracted notation the tensor gives

\[
\tilde{\chi}^{(2)} =
\begin{pmatrix}
  \chi_{11}^{(2)} & \chi_{12}^{(2)} & \chi_{13}^{(2)} & \chi_{14}^{(2)} & \chi_{15}^{(2)} & \chi_{16}^{(2)} \\
  \chi_{21}^{(2)} & \chi_{22}^{(2)} & \chi_{23}^{(2)} & \chi_{24}^{(2)} & \chi_{25}^{(2)} & \chi_{26}^{(2)} \\
  \chi_{31}^{(2)} & \chi_{32}^{(2)} & \chi_{33}^{(2)} & \chi_{34}^{(2)} & \chi_{35}^{(2)} & \chi_{36}^{(2)}
\end{pmatrix}
\]

(33)

In addition to the symmetry properties of the nonlinear susceptibility elements, group theory provides more means to reduce further the number of tensor elements. According to group theory, all materials can be classified in one of the possible 32 crystal classes. By invoking symmetry, some of the tensor elements vanish for a given crystal class or point group symmetry. Poled polymers such as photorefractive polymers belong to the \(\infty\)mm symmetry group and their second-order susceptibility tensor reduces to

\[
\tilde{\chi}^{(2)} =
\begin{pmatrix}
  0 & 0 & 0 & 0 & \chi_{15}^{(2)} & 0 \\
  0 & 0 & 0 & \chi_{15}^{(2)} & 0 & 0 \\
  \chi_{31}^{(2)} & \chi_{31}^{(2)} & \chi_{33}^{(2)} & 0 & 0 & 0
\end{pmatrix}
\]

(34)
with $\chi^{(2)}_{15} = \chi^{(2)}_{31}$ when Kleinman symmetry is valid, leading to only two independent tensor elements.

In some early studies of second harmonic generation, the second-order susceptibility tensor elements were described by nonlinear tensor elements $d_{il}$ that are simply related to the second-order nonlinear susceptibility by

$$d_{il} = \frac{1}{2} \chi^{(2)}_{il}$$  \hspace{1cm} (35)

### 3.2 Fundamentals of Electro-Optics

In the general expression of the second-order nonlinear polarization given by Eq. (28) in the previous section, the frequency arguments in the susceptibility are not limited to optical frequencies and can take the value zero. In this case, when one of the fields is a d.c. field (zero frequency or low frequency compared with optical frequencies), the nonlinear polarization in Eq. (28) describes the process in which the refractive index is modified by an applied electrical field. The nonlinear susceptibility tensor elements for this interaction are of the form $\chi^{(2)}_{il} (\omega; \omega, 0)$. Such a process, referred to as the electro-optic effect, was known well before the beginning of nonlinear optics and was first discovered by Friedrich Pockels in 1893. In its broadest sense, the electro-optic effect was defined as the change of refractive index resulting from the application of a d.c. or low frequency electric field. When that index change is proportional to the applied field it is called the linear electro-optic effect or Pockels effect. When the index change is quadratic in the applied electric field it is referred to as the quadratic electro-optic effect or Kerr effect. The Kerr effect was discovered first in 1875 by John Kerr. Obviously, the field of electro-optics started well before Peter Franken’s experiment of second-harmonic generation in 1961 that initiated the field of nonlinear optics. Unfortunately, the two fields use different starting points to describe the action of a d.c. field, so that a relationship needs to be established in order to connect the two fields. In the framework of nonlinear optics, the starting point for non-resonant processes is usually to develop the susceptibility tensor into a power series of the total electric field. In contrast, in the framework of electro-optics the refractive index of the material $n(E)$ is described as a function of the d.c. or low frequency electric field $E_0$. Since the index changes are small with $E_0$ the index is expanded in a Taylor’s series about $E_0 = 0$:

$$n(E_0) = n(E_0 = 0) + \frac{dn}{dE_0} \bigg|_{E_0=0} E_0 + \frac{1}{2} \frac{d^2n}{dE_0^2} \bigg|_{E_0=0} E_0^2 + ...$$  \hspace{1cm} (36)

and is generally rewritten in the form
\[ n(E_0) = n(E_0 = 0) - \frac{1}{2} n^3 r E_0 - \frac{1}{2} n^3 s E_0^2 + \ldots \]  

(37)

where the two coefficients \( r \) and \( s \) are defined by

\[ r = -\frac{2}{n^3} \left( \frac{dn}{dE_0} \right)_{E_0 = 0}, \quad s = -\frac{1}{n^3} \left( \frac{d^2n}{dE_0^2} \right)_{E_0 = 0} \]  

(38)

The coefficients \( r \) and \( s \) are called the linear and quadratic electro-optic coefficient, respectively.

As discussed in Sect. 2.1.2, the index of an anisotropic medium is described by the index ellipsoid (Eq. 22). If the coordinate system is chosen such that the axes do not match with the principal symmetry axes of the crystal, the index ellipsoid is described by the more general expression [11]

\[ \left( \frac{1}{n^2} \right)_1 X^2 + \left( \frac{1}{n^2} \right)_2 Y^2 + \left( \frac{1}{n^2} \right)_3 Z^2 + 2 \left( \frac{1}{n^2} \right)_4 YZ + \]

\[ 2 \left( \frac{1}{n^2} \right)_5 XZ + 2 \left( \frac{1}{n^2} \right)_6 XY = 1 \]  

(39)

The linear change in refractive index due to an arbitrary electric field \( E_0 \) \((E_{0X}, E_{0Y}, E_{0Z})\) is defined by

\[ \Delta \left( \frac{1}{n^2} \right)_i = \sum_{j=1}^{3} r_{ij} E_{0j} \]  

(40)

or

\[
\begin{pmatrix}
\Delta \left( \frac{1}{n^2} \right)_1 \\
\Delta \left( \frac{1}{n^2} \right)_2 \\
\Delta \left( \frac{1}{n^2} \right)_3 \\
\Delta \left( \frac{1}{n^2} \right)_4 \\
\Delta \left( \frac{1}{n^2} \right)_5 \\
\Delta \left( \frac{1}{n^2} \right)_6 \\
\end{pmatrix} = 
\begin{pmatrix}
r_{11} & r_{12} & r_{13} \\
r_{21} & r_{22} & r_{23} \\
r_{31} & r_{32} & r_{33} \\
r_{41} & r_{42} & r_{43} \\
r_{51} & r_{52} & r_{53} \\
r_{61} & r_{62} & r_{63} \\
\end{pmatrix} 
\begin{pmatrix}
E_{0X} \\
E_{0Y} \\
E_{0Z} \\
\end{pmatrix}
\]

(41)
The index ellipsoid can also be expressed in a more convenient way as

\[ \sum_{ij} \eta_{ij} x_i x_j = 1 \]  

(42)

where we introduced the *impermeability* tensor \( \tilde{\eta} \) defined as

\[ \tilde{E}_i = \sum_j \eta_{ij} D_j \Rightarrow \tilde{\eta} = \tilde{\varepsilon}^{-1} \]  

(43)

In this case, the electro-optic tensor elements \( r_{ijk} \) are defined by the following expression:

\[ \eta_{ij} = \eta_{ij} (E_0 = 0) + \sum_k r_{ijk} E_{0k} + \ldots \]  

(44)

Since the dielectric tensor \( \varepsilon \) is real and symmetric, its inverse \( \tilde{\eta} \) is also real and symmetric, and the tensor \( \tilde{\varepsilon} \) must be symmetric in its first two indices. The electro-optic tensor elements as defined in Eqs. (40) and (41) are expressed in the contracted notation:

\[ r_{ijk} = \eta_{hk} \quad \text{with} \quad \begin{cases} h = 1 \quad \text{for} \quad i, j = 1, 1 \\ h = 2 \quad \text{for} \quad i, j = 2, 2 \\ h = 3 \quad \text{for} \quad i, j = 3, 3 \\ h = 4 \quad \text{for} \quad i, j = 2, 3 \text{ or } 3, 2 \\ h = 5 \quad \text{for} \quad i, j = 1, 3 \text{ or } 3, 1 \\ h = 6 \quad \text{for} \quad i, j = 1, 2 \text{ or } 2, 1 \end{cases} \]  

(45)

Hence, Eq. (44) can be rewritten in the form

\[ \tilde{\eta} = \tilde{\eta}_0 + \Delta \tilde{\eta} \quad \text{with} \quad \Delta \tilde{\eta} = \tilde{r} : E_0 \]  

(46)

or also

\[
\begin{pmatrix}
\Delta \eta_1 \\
\Delta \eta_2 \\
\Delta \eta_3 \\
\Delta \eta_4 \\
\Delta \eta_5 \\
\Delta \eta_6
\end{pmatrix} = \begin{pmatrix}
r_{11} & r_{12} & r_{13} \\
r_{21} & r_{22} & r_{23} \\
r_{31} & r_{32} & r_{33} \\
r_{41} & r_{42} & r_{43} \\
r_{51} & r_{52} & r_{53} \\
r_{61} & r_{62} & r_{63}
\end{pmatrix} \begin{pmatrix}
E_{0X} \\
E_{0Y} \\
E_{0Z}
\end{pmatrix}
\]  

(47)

From the two descriptions of the Pockels effect in the frameworks of electro-optics and nonlinear optics, one can show that the electro-optic tensor elements and the second-order nonlinear susceptibility elements are related by
In deriving Eq. (48) one ignores the anisotropy of the linear part of the dielectric constant and one assumes that Kleinman’s symmetry is valid. Under these conditions, using group theory to reduce the number of non-vanishing tensor elements, the electro-optic tensor for poled polymers is given by

\[ r_{ij} = -\frac{8\pi}{n^4} \chi_{ji}^{(2)} \]  

(48)

Before we close this section, let us emphasize the importance of the degeneracy factor \( D \) in Eq. (28). This factor takes different values depending on the nature of the nonlinear optical process. For instance, in the case of second harmonic generation its value is unity, while for an electro-optic process it takes the value 2. Therefore, great care must be taken in reconciling experimental values of nonlinear coefficients measured using different experiments.

4
Molecular and Bulk Nonlinear Optics

4.1
Microscopic Theory: First and Second Hyperpolarizability

Like macroscopic systems, molecules exhibit second-order nonlinearities only if the centrosymmetry is broken. This can be achieved in conjugated molecules by connecting each end of the conjugated path with groups that have a different electronic affinity. In other terms, the symmetry can be broken by deforming the \( \pi \) electron distribution by attaching a donor-like group at one end and an acceptor-like group at the other end as shown schematically in Fig. 4. This class of molecules is referred to as push-pull molecules. Due to an excess of charge at the acceptor side, the molecule has a dipole moment in its ground state. The response of the

![Fig. 4. Schematics of push-pull molecules for electro-optic and photorefractive applications](image-url)
molecule to an electric field, or its polarizability, depends strongly on the direction of the applied field with respect to the molecule: charge flow is favored towards the acceptor, while hindered towards the donor. This asymmetric polarization provides strong second-order nonlinear optical properties. On a molecular level, in the dipole approximation, the microscopic polarization components of a molecule under nonresonant excitation conditions can be written as

\[ p_i = \mu_i + \sum_j \alpha_{ij} E_j + R^{(2)} \sum_{jk} \beta_{ijk} E_j E_k + R^{(3)} \sum_{jkl} \gamma_{ijkl} E_j E_k E_l + ... \] (50)

where \( \alpha_{ij} \), \( \beta_{ijk} \), \( \gamma_{ijkl} \) are tensor elements and \( E_j, E_k, E_l \) are components of the electric field. The subscripts \( i, j, k, l \) refer to Cartesian coordinates expressed in the frame of the molecule. \( \mu_i \) is the ground-state dipole moment of the molecule. The linear polarizability is given by the tensor \( \tilde{\alpha} \). The microscopic equivalent of the macroscopic susceptibility \( \tilde{\chi}^{(2)} \) is described by \( \tilde{\beta} \) and is called the first hyperpolarizability. Similarly, \( \tilde{\gamma}^{(2)} \) is the second hyperpolarizability and is the molecular equivalent of the macroscopic susceptibility \( \tilde{\chi}^{(3)} \). Note that \( \tilde{\beta} \) is a third-order tensor that is at the origin of second-order nonlinear effects, and that is called first hyperpolarizability. In Eq. (50) \( R^{(n)} \) are degeneracy factors that depend on the nonlinear process and the frequencies of the electric fields involved in the interaction.

4.2 Two-Level Model

With the structural flexibility of organic compounds, molecules with increasing nonlinearity could be synthesized and incorporated into polymer matrices. Today, numerous electro-optic polymers exhibit electro-optic coefficients that are higher than the inorganic crystal of lithium niobate (LiNbO\(_3\)) which is a standard in the electro-optics industry with an electro-optic coefficient of 30 pm/V. These advances were possible through the simultaneous improvement of the magnitude of the nonlinearity at a molecular level and through a better understanding of intermolecular interactions between molecules in the polymer matrix. To predict the nonlinear optical properties of push-pull molecules Oudar, Chemla, and others [12–15] proposed a simple two-level model in which they considered the intramolecular charge-transfer interaction between acceptor and donor, and the fact that \( \tilde{\beta} \) was not only governed by the ground-state electronic distribution but also by excited states. The hyperpolarizability was then taken to be the sum of two contributions:

\[ \beta = \beta_{\text{add}} + \beta_{\text{CT}} \] (51)

where \( \beta_{\text{add}} \) is the additive part of the substituents and their individual interaction with the conjugated \( \pi \)-electron system, and \( \beta_{\text{CT}} \) is the contribution from the intramolecular charge-transfer interaction between acceptor and donor through the
conjugated connecting bridge. The charge-transfer part is approximated to a two-level interaction between the ground state (g) and the first excited state (e) as illustrated in Fig. 5. Within this two-level model the charge-transfer contribution to the hyperpolarizability is given by

\[
\beta_{CT}(\omega_3, \omega_2, \omega_1) = R \frac{e^2 f \Delta \mu_{ge}}{2 \hbar \omega_{ge}} \frac{\omega_{ge}^2 (3 \omega_{ge}^2 + \omega_1 \omega_2 - \omega_3^2)}{(\omega_{ge}^2 - \omega_1^2)(\omega_{ge}^2 - \omega_2^2)(\omega_{ge}^2 - \omega_3^2)}
\]

where \( R \) is a degeneracy factor, \( e \) is the elementary charge, \( m \) the electron mass, \( \omega_i \) are the frequencies of the optical waves involved in the second-order nonlinear process, \( \hbar \omega_{ge} \) is the energy difference between the ground state (g) and the excited state (e), \( \Delta \mu_{ge} = \mu_e - \mu_g \) is the difference in dipole moments between the first excited state and the ground state, and \( f \) is the oscillator strength of the transition that is related to the transition dipole moment \( \mu_{ge} \) through

\[
f = \frac{2m}{\hbar^2} \hbar \omega_{ge} \mu_{ge}^2
\]

Substituting for \( \omega_3 = 2\omega, \omega_1 = \omega_2 = \omega \) in Eq. (52) leads to the following expression for the charge-transfer contribution to the hyperpolarizability for a second-harmonic generation process:

\[
\beta_{CT}^{SHG}(2\omega, \omega, \omega) = \beta_{SHG}^{SHG}(0) \frac{\omega_{ge}^4}{(\omega_{ge}^2 - \omega^2)(\omega_{ge}^2 - (2\omega)^2)}
\]

with

\[
\beta_{SHG}^{SHG}(0) = \frac{3e^2}{\hbar^2} \frac{\Delta \mu_{ge}^2 \hbar^2}{\omega_{ge}^2} \frac{\mu_{e} - \mu_{g}}{E_{ge}^2}
\]
where the superscript $SHG$ refers to second harmonic generation. $\beta^{SHG}(0)$ is called the dispersion free hyperpolarizability since it does not contain any dependence on the frequency of the optical fields involved in the nonlinear interaction.

Similarly, starting from Eq. (52), the charge-transfer contribution to the hyperpolarizability of an electro-optic effect is obtained:

$$
\beta_{CT}^{EO}(\omega,0,\omega) = \beta^{EO}(0) \frac{\omega^2_{ge} (3\omega^2_{ge} - \omega^2)}{3(\omega^2_{ge} - \omega^2)^2}
$$

where the superscript $EO$ refers to the electro-optic effect. When comparing values of the hyperpolarizability of different chromophores, the type of interaction (SHG or EO) should always be considered, as well as the wavelength at which it was measured. Note that due to the dispersion factors appearing in Eqs. (56) and (54), the nonlinearity is enhanced when the wavelength of the experiment is close to the wavelength of the charge-transfer absorption band. This is illustrated in Fig. 6 where the electro-optic hyperpolarizability normalized by the dispersion-free value is plotted vs wavelength for hypothetical chromophores with the same nonlinearity but with different linear absorption properties. The charge-transfer absorption band of the chromophore with energy $E_{ge} = h\omega_{ge}$ is usually characterized by its corresponding wavelength $\lambda_{max} = h\omega_{ge}$.

![Fig. 6. Dispersion of the electro-optic hyperpolarizability for chromophores with different linear absorption properties](image_url)
4.3 Bond-Length Alternation Model

While the two-level model guided the design of second-order nonlinear optical molecules for almost two decades, a model in which $\beta$ is correlated to the degree of ground-state polarization was developed in recent years and has provided a way to synthesize molecules with larger nonlinearities [16]. The degree of ground-state polarization, or in other words the degree of charge separation in the ground state, depends primarily on the chemical structure (as for example, the structure of the $\pi$-conjugated system, or the strength of the donor and acceptor substituents), but also on its surroundings (as for example, the polarity of the medium). In donor-acceptor polyenes, this variable is related to a geometrical parameter, the bond-length alternation (BLA) which is defined as the average of the difference in the length between adjacent carbon-carbon bonds. To understand better the correlation between $\beta$ and the degree of ground state polarization of the molecule, it is illustrative to discuss the wave function of the ground state $|\psi>$ in terms of a linear combination of the two limiting resonance structures:

$$|\psi> = a |n> + b |z>$$  \hspace{1cm} (57)

where $|n>$ denotes the neutral form characterized by a positive BLA, and $|z>$ the charge-separated form characterized by a negative BLA (since the double and single bond pattern is now reversed relative to the neutral form) (see Fig. 7). The charge-separated form is also called zwitterionic or quinoidal. For substituted polyenes with weak donors and acceptors, the neutral resonance form dominates the ground-state wavefunction, and the molecule has a high degree of bond-length alternation. In other words, the coefficient $a$ in Eq. (57) is much larger than $b$. With stronger donors and acceptors, the contribution of the charge-separated resonance form to the ground state increases and simultaneously, BLA decreases. When the two resonance forms contribute equally to the ground-state structure, the molecule exhibits essentially no BLA, corresponding to a situation where $a = b$ in Eq. (57). This zero BLA situation is called the cyanine limit, referring to the common structure of a cyanine molecule. Such cyanine molecules are known to be represented by two degenerate resonance forms, resulting in structures with virtually no BLA, as represented by the medium structure in Fig. 7. Finally, if the charge-separated form dominates the ground-state wave function, the molecule acquires a reversed bond-alternation pattern ($a \ll b$). BLA is thus a measurable parameter that is related to the mixing of the two resonance forms in the actual ground-state structure of the molecule.

Correlation between the molecular $\beta$ with the ground-state polarization and consequently with BLA was demonstrated through quantum chemical calculations in polyene molecules [17, 18]. In these studies the ground-state polarization
was tuned by applying an external static electric field of varying strength and $\beta$ was correlated with the average of the difference in the $\pi$-bond order between adjacent carbon-carbon bonds (more simply denoted the Bond-Order Alternation, BOA) that is qualitatively related, as BLA, to the mixing of the two resonance forms in the actual ground-state structure of the molecule. The $\pi$-bond order is a measure of the double-bond character of a given carbon-carbon bond (a BOA of about $-0.55$ is calculated for a donor-acceptor polyene with alternating double and single bonds). Upon going from the neutral polyene limit to the cyanine limit, $\beta$ first increases, peaks in a positive sense for an intermediate structure, decreases and passes through zero at the cyanine limit as shown in Fig. 8. From that limit and going to the charge-separated resonance structure, $\beta$ continues to decrease and thus be-
comes negative, peaks in a negative sense, and then decreases again (in absolute value) to become smaller in the charge-separated structure. Evidence for the proposed relationships was derived from a study of a series of six molecules that spanned a wide range of ground-state polarization and therefore BLA, that were examined in solvents of varying polarity by electric field induced second harmonic generation (EFISH) experiments.

By applying this approach new molecules for electro-optic and photorefractive applications could be developed. For a review of the design of nonlinear molecules using the BLA model see for instance [19].

4.4 Oriented Gas Model

4.4.1 Electro-Optic Properties

So far, we have described the nonlinear optical properties of molecules on a microscopic level. Macroscopic nonlinearities in polymer films are obtained by doping or functionalizing the polymer with these molecules or molecular groups. To be electro-optic, a bulk material comprised of nonlinear molecules must also lack an inversion center if the molecular $\beta$ is to lead to a macroscopic nonlinearity. The method most widely used to impart noncentrosymmetry in noncrystalline systems is the poled-polymer approach. If dipolar nonlinear species are dissolved in a polymer and subjected to a large electric field, at or above the glass transition temperature $T_g$ of the polymer, the interaction of the dipole with the field causes the dipolar species to orient, to a certain extent, in the direction of the applied field. If the polymer is cooled back to the glassy state, with the field applied, then the field-induced noncentrosymmetric orientation can be frozen in place, yielding a material with a second-order optical nonlinearity. This process is referred to as poling.

To understand and optimize the electro-optic properties of polymers by the use of molecular engineering, it is of primary importance to be able to relate their macroscopic properties to the individual molecular properties. Such a task is the subject of intensive research. However, simple descriptions based on the oriented gas model exist [20, 21] and have proven to be in many cases a good approximation for the description of poled electro-optic polymers [22]. The oriented gas model provides a simple way to relate the macroscopic nonlinear optical properties such as the second-order susceptibility tensor elements expressed in the orthogonal laboratory frame $\{X,Y,Z\}$, and the microscopic hyperpolarizability tensor elements that are given in the orthogonal molecular frame $\{x,y,z\}$ (see Fig. 9).

Because of its simplicity, the oriented gas model relies on a large number of simplifications and approximations: (i) at the poling temperature the chromophores are assumed free to rotate under the influence of the applied field and any coupling
or reaction from the surrounding matrix is ignored; (ii) the chromophores have cylindrical symmetry and the only nonvanishing hyperpolarizability tensor element is $\beta_{zzz}$ where $z$ is the symmetry axis of the chromophore; (iii) the permanent dipole moment $\mu$ of the chromophore is oriented along the $z$ axis of the molecule; (iv) the chromophores are assumed independent and non-interacting. Under this last approximation, the bulk response of a material is given by the sum of the responses from its molecular components. The relationship between the macroscopic polarization components in the laboratory frame $\{X,Y,Z\}$ and the molecular components can be written as

$$P_I(t) = \frac{1}{V} \left( \sum_i P_i(t) \right)_I$$  \hspace{1cm} (58)$$

where $V$ is the volume, the index $I$ refers to the laboratory frame, and the index $i$ to the frame attached to the molecule. Due to the large number of molecules, the summation in Eq. (58) is replaced by a thermodynamic average. The second-order nonlinear susceptibility tensor elements can be written as [23]

$$\chi_{IJK}^{(2)} = N \left\langle a_{Ii} a_{j} a_{Kk} \beta_{ijk}^{*} \right\rangle_{IJK}$$  \hspace{1cm} (59)$$

where $N$ is the density of chromophores, and the $a_{ij}$ are the director cosines or the projection of the new axis $I$ (in the laboratory frame) on the former axis $j$ (in the molecular frame). The brackets $<>$ in Eq. (59) denote the orientational ensemble average of the hyperpolarizability tensor elements. The superscript * denotes that the local field correction factors have been included in $\beta$. By definition of a thermodynamic average, Eq. (59) can be rewritten as

$$\left\langle a_{Ii} a_{j} a_{Kk} \beta_{ijk}^{*} \right\rangle_{IJK} = \int a_{Ii} a_{j} a_{Kk} \beta_{ijk}^{*} G(\varphi, \theta, \psi) d\Omega$$  \hspace{1cm} (60)$$

![Fig. 9. Laboratory frame $\{X,Y,Z\}$ and molecular frame $\{x,y,z\}$](image-url)
where \( G(\varphi, \theta, \psi) \) is the normalized orientational distribution function. \( \varphi, \theta, \psi \) are the Euler angles. \( d\Omega = d\psi \sin\theta \, d\theta \, d\varphi \) is the differential solid angle. In the following, an additional simplification is made: the distribution function \( G(\varphi, \theta, \psi) \) is assumed independent of \( \varphi \) and \( \psi \). This assumption is related to the approximation that the chromophores have cylindrical symmetry and that the second-order nonlinear optical properties depend mainly on the average polar angle \( \theta \) of the molecules with the direction of the poling field (see Fig. 9).

The normalized orientational distribution function \( G(\varphi, \theta, \psi) \) is approximated to a Maxwell-Boltzmann distribution function that gives

\[
G(\Omega)d\Omega = \frac{\exp\left(-\frac{U(\theta)}{k_B T}\right) \sin\theta d\theta}{\int_0^\pi \exp\left(-\frac{U(\theta)}{k_B T}\right) \sin\theta d\theta}
\]

where \( U(\theta) \) is the interaction energy between the poling field and the dipole moment. This interaction energy is given by

\[
U(\theta) = -\vec{\mu}^* \cdot \vec{E}_p - \frac{1}{2} \vec{p} \cdot \vec{E}_p \approx -xk_BT \cos\theta \quad \text{with} \quad x = \frac{\mu^* E_p}{k_B T}
\]

where \( \mu^* \) is the modulus of the permanent dipole moment of the chromophore and is corrected for local field effects by the surrounding matrix. \( E_p \) is the modulus of the poling field that is applied along the \( Z \) axis of the laboratory frame. The second term in the right-hand side of Eq. (62) describes the reorientation of the molecule due to the induced dipole moment \( \vec{p} \). Since push-pull molecules have generally a high permanent dipole moment, it is a good approximation to neglect that second contribution. The force associated with the potential \( U(\theta) \) is the torque exerted by the electric field on the molecule that tends to orient the molecule in the direction of the poling field. This torque tends to minimize the interaction energy, that is to reduce the value of the angle \( \theta \). With the notation introduced in Eq. (62) the orientational average of any function \( g(\theta) \) that depends solely on the polar angle \( \theta \) through the interaction potential \( U(\theta) \), can be written as

\[
\langle g(\theta) \rangle = \frac{\int_0^\pi g(\theta) \exp(x \cos\theta) \sin\theta d\theta}{\int_0^\pi \exp(x \cos\theta) \sin\theta d\theta}
\]

According to Eq. (59), the two independent tensor elements for poled polymers when Kleinman symmetry is valid are given by

\[
\chi^{(2)}_{ZZZ} = N \langle \hat{K} \cdot \hat{k} \rangle \langle \hat{K} \cdot \hat{k} \rangle \beta^*_{ZZZ} = N \langle \cos^3 \theta \rangle \beta^*_{ZZZ}
\]

\[
\chi^{(2)}_{ZZZ} = N \langle \hat{K} \cdot \hat{k} \rangle \langle \hat{K} \cdot \hat{k} \rangle \beta^*_{ZZZ} = N \langle \cos^3 \theta \rangle \beta^*_{ZZZ}
\]
Replacing the ensemble average by Eq. (63), Eqs. (64) and (65) can be rewritten as

$$X^{(2)}_{ZZZ} = NL_3(x) \beta^*_zzz$$  \hspace{1cm} (66)

$$X^{(2)}_{ZXX} = \frac{N}{2} \left(L_1(x) - L_3(x)\right) \beta^*_zzz$$  \hspace{1cm} (67)

where we have introduced the Langevin functions $L_n(x)$ of order $n$ and with an argument $x$ defined as

$$L_n(x) = \int_0^\pi \cos^n \theta \exp(x \cos \theta) \sin \theta d\theta$$ \hspace{1cm} (68)

The Langevin functions for $n = 1$ to 3 are given by

$$L_1(x) = \coth x - \frac{1}{x}$$

$$L_2(x) = 1 + \frac{2}{x^2} - \frac{2}{x} \coth x$$ \hspace{1cm} (69)

$$L_3(x) = \left(1 + \frac{6}{x^2}\right) \coth x - \frac{3}{x} \left(1 + \frac{2}{x^2}\right)$$

When $x = \mu^*E_p/kT$ is smaller than unity, these functions can be approximated to

$$L_1(x) = \frac{x}{3}, \quad L_2(x) = \frac{1}{3} + \frac{2x^2}{45}, \quad L_3(x) = \frac{x}{5}$$ \hspace{1cm} (70)

The validity of this approximation for $L_3(x)$ for values of the argument $x < 1$ is illustrated in Fig. 10. The condition $x < 1$ is satisfied in most of the experimental conditions. For instance, for a molecule with a dipole moment of $\mu^* = 15$ D (or $15 \times 10^{-18}$ esu) and a poling field of $E_p = 100$ V/µm (corresponding to 3333.33 statvolt/cm) at a temperature of 450 K, the value for the argument is $x = 0.8$. Thus, for small poling fields, when the linear approximation for the Langevin functions holds, the two independent susceptibility tensor elements given by Eqs. (66) and (67) give

$$X^{(2)}_{ZZZ} = N \frac{\mu^* E_p}{5k_BT} \beta^*_zzz$$ \hspace{1cm} (71)
Note that within all the approximations made in that section we get the result that \( \chi_{ZXX}^{(2)} = \chi_{ZZZ}^{(2)} / 3 \).

### 4.4.2 Orientational Birefringence

Due to their rod-like shape, the chromophores possess a linear polarizability that is very different for directions of the optical field polarized parallel or perpendicular to the molecular axis. The poling process described in the previous section where the orientation of the molecules is changed by an external field leads, therefore, to birefringence in addition to the second-order nonlinear optical properties. In purely electro-optic polymers where poling is initially achieved by a spatially uniform dc field, the poling induces a permanent birefringence that is spatially uniform and plays generally only a minor role during electro-optic modulation. In contrast, in photorefractive polymers with a glass transition temperature close to room temperature, spatially modulated birefringence can be induced by the modulated internal space-charge field and can be of paramount importance since it can lead to strong refractive index gratings as will be shown later in Sect. 6.
The polarizability tensor of the molecule can be written in the molecular principal axes \{x, y, z\} as

\[
\tilde{\alpha} = \begin{pmatrix}
\alpha_{xx} & 0 & 0 \\
0 & \alpha_{yy} & 0 \\
0 & 0 & \alpha_{zz}
\end{pmatrix} = \begin{pmatrix}
\alpha_\perp & 0 & 0 \\
0 & \alpha_\perp & 0 \\
0 & 0 & \alpha_\parallel
\end{pmatrix}
\]  
(73)

where the subscripts \(\perp\) and \(\parallel\) refer to the direction perpendicular and parallel to the main z-axis of the molecule. In the linear regime and on a microscopic level, an optical field at frequency \(\omega\) interacting with the polymer film will induce the molecular polarization

\[
p_i = \alpha_{ii} E_i (\omega)
\]  
(74)

where the index \(i\) refers to the different components in the frame of the molecule. The macroscopic polarization is given by the sum of the molecular polarizations. Since the molecules exhibit a strong anisotropic linear polarizability, the macroscopic polarization will depend on their average orientation. Since the average orientation can be changed by applying a poling field, the macroscopic polarizability can be continuously tuned by changing the value of the applied field. For a poling field applied along the Z-axis, the change in linear susceptibility along the poling axis between an unpoled and poled film is given by [24]:

\[
\Delta \chi_{ZZ}^{(1)} = N(\alpha_\parallel - \alpha_\perp)^* \left[ \left( \cos^2 \theta \right) - \frac{1}{3} \right]
\]  
(75)

where we have introduced the superscript * to include field correction factors in the polarizability anisotropy. Recalling the relationship between the refractive index and the susceptibility \(n^2 = 1 + 4\pi \chi\) (see Eq. 6), the index change associated with a change in linear susceptibility is given by

\[
\Delta n_{ZZ} = \frac{2\pi}{n} \Delta \chi_{ZZ}^{(1)}
\]  
(76)

and, therefore, for an optical field polarized along the poling axis Z the index change induced by the poling of the chromophores is given by

\[
\Delta n_Z = \frac{2\pi}{n} N(\alpha_\parallel - \alpha_\perp)^* \left( \frac{\mu^* E_p}{k_B T} \right)^2
\]  
(77)

where we have replaced the second-order Langevin function by its linear approximation (see Eq. 72).
The same derivation can be made for an optical field polarized along a direction perpendicular to the poling axis and the refractive index change is given by

\[ \Delta n^{(1)}_X(\omega) = \Delta n^{(1)}_Y(\omega) = -\frac{1}{2} \Delta n^{(1)}_Z(\omega) \]  (78)

Note that according to Eqs. (77) and (78) the index change induced by the reorientation of anisotropic chromophores is quadratic in the poling field \( E_p \) and is therefore an orientational Kerr effect. The index change has also a quadratic dependence on the dipole moment. Equation (78) shows that the refractive index increases for an optical field polarized along the direction of the poling field and decreases for a polarization in a direction perpendicular to it.

5 Photorefractive Effect

The photorefractive effect refers to the field-induced change in refractive index of an optical material that results from a light-induced redistribution of electrons and holes. Photorefractivity can, therefore, be observed in materials that are photoconductive and that possess a field-dependent refractive index. The effect was discovered in the 1960s during second harmonic generation experiments in nonlinear crystals [25–28] and was rapidly recognized as a sensitive and reversible process to record and process holographic information. During the past decades it was studied [29–32] in inorganic crystals such as LiNbO\(_3\), BaTiO\(_3\), KNbO\(_3\), Bi\(_{12}\)SiO\(_{20}\), semiconductors such as GaAs, InP, CdTe [33], and semiconductor multiquantum wells (MQW) [34, 35]. In the 1990s, with the progress in molecular photonics, organic photorefractive materials were developed [36, 37]. Since the first demonstration of photorefractivity in a polymer [37], numerous polymer composites have been developed and the performance level of this new class of materials could rapidly be improved by several order of magnitude, to a level where they outperform numerous inorganic crystals that are expensive and difficult to grow. Current materials can exhibit millisecond response times and can have refractive index modulation amplitude close to 1%. Photorefractive polymers are truly multifunctional since they combine photoconductive, trapping, and electrooptic properties. In this section, we will review the fundamentals of photorefractivity and describe the basic physical model, the Kukhtarev model, that has been used to describe photorefractivity in inorganic materials [38, 39]. Polymers have optical and electrical properties that are quite different from those of periodic structures such as crystals and inorganic semiconductors in which transport for instance is described by band models. Nevertheless, so far the Kukhtarev model has provided a good framework to describe the photorefractive behavior of polymers. Models that account for the differences between amorphous organic materials and crystals remain the subject of active research [40].
Photorefractive materials are used to record thick phase gratings also called volume holograms. A phase grating is obtained through the periodic modulation of the refractive index of a material. It is called a phase grating as opposed to an amplitude grating because it results from the modulation of the real part of the refractive index and not its imaginary part which would correspond to the modulation of the absorption coefficient (see Eq. 13). Phase gratings are preferred to amplitude gratings because they can diffract an incident laser beam with a 100% efficiency. A hologram is recorded in an optical material by interfering two coherent laser beams as illustrated in Fig. 11. This interference pattern produces a spatially modulated intensity distribution $I(x)$ given by [41]

$$I(x) = I_0 \left[1 + m \cos \left( \frac{2\pi x}{\Lambda} \right) \right]$$

(79)

where $I_0 = I_1 + I_2$ is the total incident intensity, i.e., the sum of the intensities of the two beams and $\Lambda$ is the grating spacing, i.e., the distance between two light maxima. In Eq. (79), $m$ is the fringe visibility given by

$$m = \frac{2 \sqrt{I_1 I_2}}{(I_1 + I_2)} |e_1 \cdot e_2^*|$$

(80)

**Fig. 11a,b.** Illustration of the periodic light distribution generated by the interference of two coherent laser beams: a top view; b 3D view
where $e_i$ are the unitary polarization vectors of the two interfering beams. The superscript $*$ denotes the complex conjugate.

The different steps leading to the formation of a photorefractive grating are shown in Fig. 12. They comprise: (i) the absorption of light and the generation of charge carriers; (ii) the transport through diffusion and drift of electrons and holes over distances that are a fraction of the grating spacing leading to separation of holes and electrons; (iii) the trapping of these carriers and the build-up of a space-charge field; (iv) and the modulation of the refractive index by the periodic space-charge field.

With visible light, the period of the sinusoidal light distribution which is given by the value of the grating spacing can vary generally from a fraction of a micrometer to a couple of tens of micrometers. Following a spatially periodic photoexci-

![Fig. 12a–e. Illustration of the photorefractive effect. The overlap of two coherent laser beams creates an optical interference pattern (a). In the high intensity regions, charge carriers are generated (b). One type of carriers is transported and trapped (c), creating an alternating space-charge field (d). The space charge field induces a change in refractive index (e). The resulting index grating is phase shifted with respect to the initial light distribution](image)
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More carriers are generated in the regions near the light maxima because the photogeneration rate can be assumed proportional to the local value of the optical intensity. In the simplest model, one majority carriers (electrons or holes) migrate from the positions of high intensity where they were generated and leave behind fixed charges of the opposite sign. In some materials, the minority carriers can migrate in the opposite direction but with a mobility that is much smaller than the mobility of the majority carriers. In traditional photorefractive crystals, the driving forces for carrier migration are diffusion due to concentration gradients and drift when a static electric field is applied. The migration process is limited by traps present in the material under the form of impurities or more generally any structural modification of the local environment of a site that leads to a deformation of the local potential and to a lower energy state for the carriers. The transport process being optically activated, the carriers can to some extent move away from the brighter regions to the darker regions where the conductivity is much lower and where they get trapped. The characteristic distance over which the carriers migrate in an efficient photorefractive material is, therefore, in the micrometer range. The carriers trapped in the darker regions and the fixed charged ions left behind in the brighter regions give rise to an inhomogeneous space-charge distribution. The space-charge distribution is in phase with the light distribution if transport is governed by diffusion only, and can be phase shifted when drift is present in response to an applied field. If the light is removed, this space-charge distribution can remain in place for a period of time which can vary between nanoseconds and years depending on the class of photorefractive materials. Next, this space charge distribution leads to a periodic electric field in the material that is 90° phase shifted with respect to the space-charge. The last step in the build-up of a photorefractive grating is the modulation of the refractive index by this internal space-charge field. In most of the photorefractive crystals this index modulation is produced via the electro-optic effect. However, any other field-dependent refractive index such as the orientational birefringence discussed in Sect. 4.4.2 can be used to produce photorefractive gratings. The spatial derivative that appears in Poisson’s equation is of paramount importance for the photorefractive effect since it is the origin of the nonlocal response of photorefractive materials, namely the dephasing between the refractive index modulation and the initial light distribution. This phase shift is unique to photorefractive materials and can lead to energy transfer between two incident beams. It shows that the underlying meaning of the term photorefractivity is more than a refractive index variation induced by light and makes the photorefractive effect very different from many other mechanisms that can lead to grating formation such as thermal, chemical, and electronic nonlinearities. In contrast to many processes studied in nonlinear optics and described in other chapters of this book, the photorefractive effect is very sensitive and can be observed using milliwatts of laser power. Other unique properties of photorefractive materials are the possibility to store gratings during a long period of time but with the possibil-
ity to erase the grating at any time with a uniform light source. All these properties make photorefractive materials important for dynamic holographic recording/retrieval and all the related applications.

5.1 The Kukhtarev Model

An expression for the internal space-charge field can be obtained through the Kukhtarev model [38] that was developed to describe photorefractivity in most inorganic materials. In this model, the photorefractive material is described by a band model. As for a traditional semiconductor, the material consists of a conduction and a valence bands separated by a band gap as shown in Fig. 13. The model describes the transport of single carrier species and the band gap of the material contains localized energy levels that can be excited optically promoting either holes in the valence band (VB) or electrons in the conduction band (CB). In the model that we adopt here, we assume that the dopant is a donor with an energy level located in the band gap with concentration \( N_D^0 \). Furthermore, the crystal contains \( N_A \) acceptors with \( N_A \ll N_D^0 \) that are all ionized and that have accepted a charge from a donor. This leads to a concentration of ionized donors \( N_D^+ = N_A \) prior to any optical excitation, leaving a concentration \( N_D = N_D^0 - N_D^+ \) of unionized donors. Optical absorption leads to the oxidation of the neutral donors with concentration \( N_D \) according to the following reaction:

\[
N_D + h\nu \rightarrow N_D^+ + e
\]  

(81)

where \( h\nu \) is the energy of the absorbed photon. The electron that is released in the conduction band (CB) undergoes transport until it gets trapped by an ionized donor to form a neutral donor according to the reaction

\[
N_D^+ + e \rightarrow N_D
\]

(82)

\[\text{Fig. 13. Band model used to described photorefractivity using the Kukhtarev model}\]
Under optical illumination, the concentration of ionized donors is given by the following rate equation:

\[
\frac{\partial N_D^+}{\partial t} = (sI + \beta')(N_D^0 - N_D^+) - \gamma n_e N_D^+ \tag{83}
\]

where \(s\) is a photo-ionization cross-section, \(\beta\) a thermal generation rate, and \(\gamma\) a recombination coefficient. \(n_e\) is the density of electrons that is related to the current density \(j\) through the continuity equation

\[
\frac{\partial n_e}{\partial t} = \frac{\partial N_D^+}{\partial t} + \frac{1}{\epsilon} \nabla \cdot j \tag{84}
\]

where \(\nabla\cdot\) is the divergence operator. The current equation is given by

\[
j = n_e e \mu_e E^{(dc)} + \mu_e k_B T \nabla n_e \tag{85}\]

where \(\nabla\) denotes the gradient. The field \(E^{(dc)}\) is the static (or low frequency) electric field that develops within the material due to the combined effects of an applied field \(E_0\) and any charge redistribution in the material. This field must satisfy Poisson’s equation:

\[
\epsilon_{dc} \nabla \cdot E^{(dc)} = -4\pi e (n_e + N_A^- - N_D^+) \tag{86}
\]

where \(\epsilon_{dc}\) is the d.c. or low frequency dielectric constant. Equations (83)–(86) constitute a set of four differential equations with four unknowns: \(n_e, N_D^+, j,\) and \(E^{(dc)}\). Since the optical excitation that is inducing the electric field is modulated, we can assume that all the unknown quantities will have the same periodic nature. Unfortunately, this system is nonlinear and does not have a general analytical solution. It can only be solved using numerical methods. However, zero- and first-order Fourier components of these distributions can be derived for steady-state conditions in the limit where the visibility of the fringe is small, that is for \(m < 1\), where \(m\) is defined by Eq. (80). In this case, the unknown quantities can be approximated by the sum of a spatially uniform term and a term that has the spatial periodicity of the illumination:

\[
E^{(dc)} = E_0 + \frac{1}{2}(E_1 e^{i2\pi x/\Lambda} + c.c.)
\]

\[
n_e = n_e 0 + \frac{1}{2}(n_e 1 e^{i2\pi x/\Lambda} + c.c.)
\]

\[
j = j_0 + \frac{1}{2}(j_1 e^{i2\pi x/\Lambda} + c.c.)
\]

\[
N_D^+ = N_D^+ 0 + \frac{1}{2}(N_D^+ 1 e^{i2\pi x/\Lambda} + c.c.)
\]
For the electron-only transport conditions considered here, under weak illumination conditions and negligible dark conductivity, the Fourier coefficient of the first-order space-charge field at steady-state can be approximated to

\[ E_1 = E_{sc} = -m \frac{E_q (iE_D + E_0)}{(E_q + E_D) - iE_0} \tag{88} \]

where \( E_D \) is the diffusion field and \( E_q \) is the limiting space-charge field. Note that we have changed the notation and replaced the first Fourier component \( E_1 \) by \( E_{sc} \), where the subscript \( sc \) refers to space-charge. The diffusion field is given by

\[ E_D = \frac{2nk_BT}{\Lambda e} \tag{89} \]

and the limiting space-charge field by

\[ E_q = \frac{2\Lambda eN_{eff}}{\epsilon_{dc}} \tag{90} \]

where \( N_{eff} \) is the effective photorefractive trap density.

The space-charge field given by Eq. (88) is a complex number that is characterized by an amplitude and a phase. It can be rewritten as

\[ E_{sc} = A + iB = |E_{sc}| e^{i\Theta} = \sqrt{A^2 + B^2} e^{i\arctan B/A} \tag{91} \]

where \( A \) and \( B \) are the real and imaginary parts of the space-charge field, respectively. The amplitude of the space-charge field is given by

\[ |E_{sc}| = m \left( \frac{(E_0^2 + E_D^2)}{(1 + E_D/E_q)^2 + (E_0/E_q)^2} \right)^{1/2} = m |E_m| \tag{92} \]

and the phase by

\[ \Theta = \arctan \left[ \frac{E_D}{E_0} \left( 1 + \frac{E_D}{E_q} + \frac{E_0^2}{E_D E_q} \right) \right] \quad \text{for } E_0 \neq 0 \tag{93} \]

\[ \Theta = \frac{\pi}{2} \quad \text{for } E_0 = 0 \]

Since the space-charge field produces the refractive index modulation, the phase \( \Theta \) of the complex field represents the phase shift between the refractive index modulation and the initial periodic light distribution that generated the space-charge field.

Equation (88) describes the complex space-charge field obtained for a material in which electrons are the mobile charges. In hole transport materials, the same
derivation can be done and the resulting complex space-charge field is given by $E_{sc} = A - iB$ which leads to the same amplitude as for electron transport materials and a phase with opposite sign.

Examples of calculated values of the amplitude and the phase of the space-charge field as a function of applied field are shown in Fig. 14 for different values of the photorefractive trap density $N_{eff}$. For all calculations, the value of the grating spacing was $\Lambda = 3 \, \mu m$ and the static dielectric constant was $\varepsilon_{dc} = 6.4$.

**Fig. 14.**

a Amplitude of the space-charge field as a function of the value of the applied field calculated from Eq. (92) for different values of the photorefractive trap density $N_{eff}$. 

b Phase of the space-charge field as a function of the value of the applied field calculated from Eq. (93) for different values of the photorefractive trap density $N_{eff}$. For all calculations, the value of the grating spacing was $\Lambda = 3 \, \mu m$ and the static dielectric constant was $\varepsilon_{dc} = 6.4$. 
of the photorefractive trap density $N_{\text{eff}}$. Figure 14a shows that in the trap limited regime, when the density of traps is small, the space-charge field reaches a constant value. In contrast, when the trap density is large the space-charge field is equal to the applied field (here we assume that the applied field is applied along the grating vector for optimized drift conditions) and is saturated. Figure 14b illustrates how the phase shift is influenced by the trap density.

As discussed in Sect. 3.2, the internal periodic electric field described above will modulate the refractive index of an electro-optic material (see Eq. 37). The resulting index modulation can be written as

$$\Delta n = \frac{1}{2} \left( \Delta \tilde{n} e^{i2\pi\xi/\Lambda} + c.c. \right)$$

where $\Delta \tilde{n}$ is a complex amplitude that contains the phase information of the space-charge field given by

$$\Delta \tilde{n} = -\frac{1}{2} n^3 r_{\text{eff}} |E_{sc}| e^{i\Theta}$$

where $r_{\text{eff}}$ is an effective electro-optic coefficient which depends on the orientation of the material and the polarization of the optical beams.

5.2 Four-Wave Mixing and Two-Beam Coupling

The periodic refractive index modulation given by Eq. (94) constitutes the thick phase hologram that leads to most of the applications with photorefractive materials. These applications, as will be discussed in more details in Sect. 7, can be divided into two categories depending on whether they are based on the diffraction of a beam on a grating that was previously recording with two independent light beams, or on the ability of two interfering beams to exchange energy during their propagation in the photorefractive medium. In the former case, the experimental geometry is similar to a four-wave mixing experiment (see Fig. 15a) and involves two writing beams and a reading beam that is counter-propagating with one of the

![Fig. 15.](image)

**Fig. 15.** a) Geometry for four-wave mixing experiments. b) Geometry for two-beam coupling experiments
writing beams. In this geometry, the reading beam is automatically Bragg matched with the grating induced by the two writing beams. The reading is generally not coherent with the pump beams and this type of experiment is often referred to as a light-induced grating experiment. In the case described in Fig. 15b, the two interfering beams interact during their propagation in the sample through the grating that they induce at the same time. This process is referred to as two-beam coupling.

In four-wave mixing experiments, the efficiency of the diffraction process is mainly governed by the amplitude of the index modulation. In contrast, in two-beam coupling experiments the amount of energy exchanged between the two beams is strongly affected by the value of the phase shift between the index modulation and the interference pattern produced by the two interacting beams. In other words, both amplitude and phase of the index modulation play an important role in two-beam coupling processes. Moreover, energy exchange in samples that are thick vanishes for a zero phase shift. Therefore, the observation of two-beam coupling in thick samples is often considered as a signature of the photorefractive nature of a grating since many other physical mechanisms that also lead to index modulations are local and do not exhibit any phase shift. One should mention, however, that energy exchange can be observed in thin samples due to coherent wave-mixing processes between several diffraction orders and should not always be assigned to an ultimate proof of photorefractivity in this case. To assess whether a grating is thin or thick, one should evaluate the value for the $Q$ factor given by

$$Q = \frac{\pi \lambda d}{n \lambda^2}$$

(96)

where $d$ is the thickness of the grating. According to Kogelnik’s coupled-wave theory [42] a grating can be considered thick for values of $Q > 5$.

For applications in which a hologram is recorded and retrieved in a four-wave mixing geometry, an important quantity is the diffraction efficiency $\eta$ defined as the ratio between the intensity of the diffracted beam and the intensity of the incident reading beam. For thick sinusoidal phase gratings, this diffraction efficiency can be unity. According to Kogelnik’s theory [42], the diffraction efficiency for a lossy thick phase grating can be approximated by

$$\eta = \exp\left(-\frac{\alpha d}{2} \left(\frac{1}{c_i} + \frac{1}{c_d}\right)\right) \frac{\sin^2(\nu^2 - \xi^2)^{1/2}}{(1 - \xi^2/\nu^2)}$$

(97)

with

$$\nu = \frac{\pi \Delta nd}{\lambda(c_i c_d)^{1/2}} \hat{e}_i \hat{e}_d, \quad \xi = \frac{\alpha d}{4} \left(\frac{1}{c_i} - \frac{1}{c_d}\right)$$

(98)
where \( \hat{e}_i \) and \( \hat{e}_d \) are the polarization vectors of the incident reading beam and diffracted beam, respectively. In Eq. (97), \( \Delta n \) represents the modulus of the complex refractive index modulation amplitude described by Eq. (95). \( c_i \) and \( c_d \) are obliquity factors of the incident and diffracted beam, respectively. They are given by \( c_i = \cos \alpha_1 \) and \( c_d = \cos \alpha_2 \) where \( \alpha_1 \) and \( \alpha_2 \) are the angles of propagation of the incident and diffracted beams, respectively, measured inside the material with respect to the sample normal. Note that according to Eq. (97), the functional form of the diffraction efficiency is given by \( \sin^2 x \) where the argument \( x \) is a linear function of the index modulation amplitude and the thickness of the grating. In samples that are sufficiently thick or in which the index modulation is such that the argument \( x \) takes values higher than \( \pi/2 \), the diffraction efficiency reaches a peak and decreases for larger values of \( d \) or \( \Delta n \). In photorefractive polymers with a high dynamic range (high \( \Delta n \)) such effect is observed for numerous materials and is referred to as over-modulation of the diffraction efficiency.

In two-beam coupling experiments, the coherent energy exchange is characterized by a gain coefficient \( \Gamma \) that has units of \( \text{cm}^{-1} \). Equations for the intensities of the two interacting beams propagating in the photorefractive material can be derived by solving the wave equation given by Eq. (5) for the total field given by the sum of the two beams with the slowly varying amplitude approximation, and by introducing the modulated refractive index given by Eq. (94). Simple algebra leads to the following coupled-wave equations for the intensities in the sample:

\[
\frac{\partial I_1}{\partial z} = \Gamma \frac{I_1 I_2}{I_1 + I_2} - \alpha I_1
\]

(99)

\[
\frac{\partial I_2}{\partial z} = -\Gamma \frac{I_1 I_2}{I_1 + I_2} - \alpha I_2
\]

(100)

with

\[
\Gamma = \frac{4\pi}{\lambda \cos \theta} \Delta n_m \hat{e}_1 \hat{e}_2^\ast \sin \Theta
\]

(101)

and

\[
\Delta n_m = \frac{1}{2} n^3 r_{\text{eff}} |E_m|
\]

(102)

where \( \theta \) is the angle between the propagation direction of the beams inside the material and the normal to the sample. For this derivation, the geometry is such that the two beams are symmetric with respect to the normal of the sample (see Fig. 15b). The system of Eqs. (99) and (100) can be solved by defining the new variables \( J(z) = I_1(z) + I_2(z) \) and \( K(z) = I_1(z)/I_2(z) \) and with the boundary conditions \( I_1(z = 0) = I_1(0) \) and \( I_2(z = 0) = I_2(0) \). The solutions are given by
where we have introduced the ratio \( b = I_2(0)/I_1(0) \).

To determine the value of the gain coefficient defined by Eq. (101), one generally conducts the experiment in which the intensity of the transmitted beam \( I_1(z) \) is first measured with the second beam, and then measured again with the second beam blocked. The ratio of these two intensity values is defined as

\[
\gamma_0 = \frac{I_1(z)(I_2 \neq 0)}{I_1(z)(I_2 = 0)} = \frac{(1 + b)\exp \Gamma z}{b + \exp \Gamma z}
\]  

(105)

Finally, the gain coefficient is derived from the measured value of \( \gamma_0 \) and the ratio \( b \) between the intensities of the two interacting beams:

\[
\Gamma = \frac{1}{d} \left[ \ln(\gamma_0 b) - \ln(1 + b - \gamma_0) \right]
\]

(106)

6 Organic Photorefractive Materials

While photorefractivity during the 1970s and 1980s was studied in many different classes of inorganic materials, organic photorefractive (PR) materials emerged only in the 1990s [36, 37]. The quest for organic photorefractive materials was driven by their electronic optical nonlinearity that leads to materials that combine high electro-optic coefficient and low dielectric constant, a property that improves the figure of merit for photorefractivity \( Q^* = n^3 r / \epsilon_{dc} \), where \( n \) is the refractive index, \( r \) the electro-optic (or Pockels) coefficient, and \( \epsilon_{dc} \) the low frequency dielectric constant. In the past decade, this new field of research experienced several milestones: a new and unexpected form of orientational photorefractivity was discovered [43]; consequently high dynamic range was obtained with low power semiconductor laser diodes; the polymers were successfully used in different applications, including holographic storage. With their plasticity and other unique properties, they constitute a strategic class of materials because they enable the mass production at low cost of new devices with low weight, and high performance. Thus, such materials are expected to highly impact dynamic holographic technologies.

Photorefractivity in an organic material was first reported in 1990 [36] by the ETH Zurich group in an organic single crystal. The same year a group at Eastman Kodak developed a multifunctional polymer that showed photoconductivity and
electro-optic activity simultaneously [44]. Holographic recording and retrieval was not carried out in this material, but was demonstrated shortly after in another polymer composite at IBM Almaden [37]. While these two composites were obtained by doping an electro-optic polymer with charge transport molecules, another approach was developed independently at the University of Arizona [45] and at the University of Chicago [46], which consisted of the synthesis of a fully functionalized side-chain polymer with multifunctional groups. Several new polymers were synthesized at that time by several groups and it became rather obvious that the guest/host approach (see Fig. 16) was much faster and easier to implement and would provide a better way to test different combinations of polymers and molecules with photosensitivity, transport, and electro-optic activity.

A first milestone in this field occurred with the report by the IBM group of net gain and a diffraction efficiency of 1% in 125 µm-thick samples of the composite FDEANST:PVK:TNF [47]. Shortly after, the Arizona group reported on a composite based on the photoconductor PVK:TNF doped with the chromophore DMNPAA and that exhibited 6% diffraction efficiency in 100 µm-thick films [48]. That significant improvement was due to an additional plasticizer ECZ that was added to the composite and that was reducing the glass transition temperature enabling the orientation of the electro-optic chromophores with an applied field at room temperature. By improving the sample fabrication conditions, enabling higher fields to be applied, these composites exhibited nearly 100% diffraction efficiency, net gain coefficients of 200 cm⁻¹, and fully reversible index modulation amplitudes of 0.007 with a response time of 100–500 ms [49].

The report of these high diffraction efficiencies was very puzzling because the electro-optic properties of the dopant chromophores could not account for the high dynamic range that was observed. A possible explanation was proposed by the IBM group [43]. They attributed the high dynamic range to an orientational birefringence contribution caused by the spatially modulated orientation of the chromophores by the total field in the polymer. The observation of a change in coupling direction when changing the polarization of the beams from ‘p’ to ‘s’ in DMNPAA:PVK:ECZ:TNF samples [49] was clear evidence that the dynamic range
was indeed dominated by the orientational birefringence. The year 1994 was a turning point for the development of photorefractive polymers since it changed completely the design of chromophores: the Pockels effect was no longer the main driver but rather the orientational birefringence. A new form of photorefractivity was born: orientational photorefractivity where the index of a material is changed through the control of the orientation of optically anisotropic dopant molecules with a permanent dipole moment, by the internal space charge field that is produced like in a traditional photorefractive material by absorption followed by charge separation and trapping.

In this section, we will first provide a short discussion on some of the basics of the design of photorefractive polymers. Then we will review some of the basic physical properties such as photogeneration and transport in organic amorphous materials needed to develop and understand photorefractive polymers. We will describe the orientational photorefractive effect that is used in most of today’s low glass transition temperature materials. Finally we will describe selected examples of photorefractive polymers and describe their optical and electrical properties.

6.1 Design of Photorefractive Polymers

As for inorganic materials, polymers must combine several key functionalities to exhibit photorefractive properties: weak absorption, transport of either positive or negative carrier species, trapping, and a field-induced refractive index modulation mechanism. Owing to the rich structural flexibility of organic molecules and polymers these functionalities can be incorporated into a given material in many different ways. The organic materials can be amorphous like polymers, or exhibit liquid crystalline phases, or can consist of nanocomposite phases such as polymer dispersed liquid crystals, or hybrid materials such as sol-gels. Photorefractivity has been evidenced in numerous classes of organic materials. With polymers, two main design approaches have been followed. (i) In the guest-host approach several materials with different functionalities are mixed into a polymer composite (see Fig. 16a). A polymer is sometimes used to provide the mechanical properties to the film. However, in some cases molecular materials form amorphous glasses by themselves and there is no need for a polymer compound. In these molecular glasses, the molecules can exhibit several functionalities simultaneously. (ii) In the fully functionalized approach, different functional groups are attached as side-groups to a polymer chain. The chain itself can in some cases incorporate one functionality (see Fig. 16b). This second approach requires a much larger synthetic effort and has not been used as much as the guest-host approach. Both approaches have their strengths and weaknesses. A major limitation of the guest-host approach is the compatibility of the different compounds that form the photorefractive composite. This compatibility limits the number of combinations of sensitiz-
ers, photoconductive and electro-active materials that can be tested. A significant problem in this approach is the phase separation between the different guest compounds that can occur over time. To be practical, a photorefractive material must combine good electrical and optical properties, but at the same time must exhibit high photostability under illumination, long shelf lifetime with high optical clarity, and good dielectric properties under extended bias of several kilovolts. Early guest–host photorefractive polymers had limited shelf lifetimes, but in recent years materials with shelf lifetimes of several years could be demonstrated [50–52]. Nevertheless, shelf lifetime should always remain a major concern when new materials are designed and characterized.

With the development of guest-host photorefractive polymers, the plasticizing effect of some of the guest molecules is used to tune the glass transition temperature ($T_g$) close to room temperature. In such materials, the orientational photorefractive effect is dominating and leads to high refractive index modulation amplitudes. There is, therefore, a clear distinction between materials that have a $T_g$ that is well above the operation temperature (so-called high $T_g$ polymers) and the ones that have a $T_g$ that is only 10–20 °C above room temperature. In the former, the polymer is pre-poled at elevated temperatures and exhibit stable and spatially uniform electro-optic properties. In this case, the photorefractive effect is similar to the one observed in inorganic crystals and the refractive index modulation amplitude is given by Eq. (94). In low $T_g$ materials, the situation is quite different and the orientational photorefractive effect has to be considered. This effect will be described in more details in Sect. 6.2.3. Most of the photorefractive polymers we will describe in Sect. 6.3 are low $T_g$ materials.

As will become more obvious in the following sections, an applied electric field must be applied to photorefractive polymers. This is done by placing a thick
(≈100 µm) film of the polymer between two transparent conducting glass slides such as indium tin oxide (ITO) coated glass slides as shown in Fig. 17. The sample must have high optical quality and the film must exhibit high dielectric strength such that fields of several tens of V/µm can be applied to the sample without causing any dielectric breakdown. Therefore, starting materials with high purity must be used when preparing photorefractive polymers. The purity of many commercial products is not good enough to prepare good samples and additional purification steps should be carried out.

To give holograms efficiently in such samples, the geometry is such that the bisector of the two writing beams is tilted with respect to the normal of the sample. This way, the field applied to the two ITO coated glass slides has a non-vanishing component along the grating vector \( K \) of the interference pattern. In this tilted configuration, the field applied to the sample acts as a drift source for the carriers (see Fig. 17).

6.2 Physical and Chemical Properties of Photorefractive Polymers

In the sub-sections below, we briefly summarize the main physical and chemical properties of photorefractive polymers. Their properties differ from those of inorganic photorefractive materials in many different ways: (i) the basic properties such as photogeneration, transport and index modulation are different; (ii) polymers are amorphous materials as opposed to crystalline for most of the inorganic photorefractive materials; (iii) the mechanism for index change is different as discussed in the previous section. Each of the first two sub-sections below, photogeneration and transport in organic materials, are the subject of intense research across several fields and application areas. These complex phenomena are not well understood yet in monolithic systems and their understanding in multifunctional materials such as photorefractive polymers is an even bigger challenge because the different functional groups interact with each others. Such challenges are the subject of current and future research in photorefractive polymers. For completeness, we just provide below a brief conceptual overview and for more information we refer the reader to recent reviews in the field [53, 54].

6.2.1 Photogeneration

The space-charge build-up process can be divided into two steps: the electron-hole generation process followed by the transport of one carrier species. The creation of a correlated electron-hole pair (or exciton) after absorption of a photon can be followed by recombination. This process limits the formation of free carriers that can participate in the transport process and is, therefore, a loss for the formation
of the space-charge. These properties result in low photogeneration efficiency unless an electric field is applied to counteract recombination. The quantum efficiency for carrier generation is, therefore, strongly field-dependent and increases with the applied field. A theory developed by Onsager [55, 56] for the dissociation of ion pairs in weak electrolytes under an applied field has been found to describe reasonably well the temperature and field dependence of the photogeneration efficiency in some of the organic photoconductors [54]. However, this model suffers from numerous deficiencies and provides only a qualitative functional dependence of the applied field. For instance, the thermalization radius used to obtain the best theoretical fit to the experimental data are clearly unphysical.

6.2.2 Transport

After photogeneration of free carriers, the next step in the build-up of a space-charge is their transport from brighter regions of the interference pattern, where they are generated, to the darker regions, where they get trapped. In contrast to inorganic photorefractive crystals with a periodic structure, photorefractive polymers have a nearly amorphous structure. The local energy level of each molecule/moiety is affected by its nonuniform environment. The disorder in amorphous photoconductors splits the conduction bands of molecular crystals into a distribution of localized electronic states. As a result, transport can no longer be described by band models but is attributed to intermolecular hopping of carriers between neighboring molecules or moieties [57–59].

In recent years, a model based on disorder due to Bässler and co-workers describes the transport phenomena of a wide range of different materials and emerged as a solid formalism to describe the transport in amorphous organic materials [60–67]. This so-called disorder formalism is based on the assumption that charge transport occurs by hopping through a distribution of localized states with energetical and positional disorder. So far, most of the predictions of this theory agree reasonably well with the experiments performed in a wide range of doped polymers, main-chain and side-chain polymers and in molecular glasses. However, when these photoconductors are doped with highly polar dyes such as photorefractive chromophores, significant differences have been observed that could not be rationalized within existing theories. More research is required to understand transport in photorefractive polymers.

In the Bässler formalism, disorder is separated into diagonal and off-diagonal components. Diagonal disorder is characterized by the standard deviation $\sigma$ of the Gaussian energy distribution of the hopping site manifold (energetical disorder) and the off-diagonal component is described by the parameter $\Sigma$ that describes the amount of positional disorder. Results of Monte-Carlo simulations led to the following universal law for the mobility when $\Sigma \geq 1.5$:
where $\mu_0$ is a mobility prefactor and $C$ an empirical constant with a value of $2.9 \times 10^{-4} \text{(cm/V)}^{1/2}$. Equation (107) is valid for high electric fields (a few tens of V/µm) and for temperatures $T_g > T > T_c$ where $T_g$ is the glass transition temperature and $T_c$ the dispersive to nondispersive transition temperature. For a more detailed description the reader is referred to the original work by Bässler [60] and the recent review by Borsenberger [54].

Numerous simulations and experimental work showed that the width of the density of states $\sigma$ in Eq. (107) is strongly dependent on the polarity of the polymer host and the dipole moment of the dopant molecule. It was found that the total width $\sigma$ was comprised of a dipolar component $\sigma_D$ and an independent Van der Waals component $\sigma_{VdW}$ [68]:

$$\sigma^2 = \sigma_{VdW}^2 + \sigma_D^2$$  \hspace{1cm} (108)

Another important parameter that affects hole transport in guest/host systems is the relative position of the HOMO (highest occupied molecular orbital) and LUMO (lowest unoccupied molecular orbital) energy levels of the different dopant moieties. Charge transfer reactions involved in photogeneration and in transport, as well as trapping strongly depend on the relative positions of the frontier orbitals of the dopant molecules. Recent studies, for instance have shown that the density of traps can be controlled by engineering the HOMO level of the chromophore [69, 70].

6.2.3 Orientational Photorefractivity

As discussed in Sect. 5, in traditional electro-optic materials the refractive index modulation is induced by the space-charge field (see Eqs. 94 and 95) through the Pockels effect. Early photorefractive polymers were designed to mimic inorganic crystals and semiconductors. In these materials, a spatially uniform electro-optic activity was obtained by a poling process prior to the formation of photorefractive gratings. However, as photorefractive polymers were developed through the guest host approach the glass transition temperature $T_g$ of the resulting composite was lowered: the electro-active chromophore was acting as a plasticizer. The addition of plasticizers reduced the $T_g$ even further. If the operating temperature is close enough to $T_g$ (around 10° below), the dipolar chromophores are free to reorient in the total electric field, that is the superposition of the applied field and the spatially modulated space-charge field. For each coordinate along the grating (X direction in Fig. 18a), the total field is changing both its amplitude and direction because the
The amplitude of the space-charge field is oscillating between its extrema \( +E_{sc} \) and \( -E_{sc} \). This results in a periodic orientation of the dipolar chromophores that orient in the total electric field as illustrated in Fig. 18b. As discussed in Sect. 4.4.2, the periodic orientation of anisotropic chromophores leads to a periodic refractive index modulation through orientational birefringence. In this case, the refractive index modulation has an electro-optic and a birefringent contribution. The former is directly related to the second-order nonlinear optical properties of the chromophore, while the latter is due to the anisotropy of the linear polarizability. To maximize the electro-optic effect, a chromophore should have a high hyperpolarizability \( \beta \) and simultaneously a high dipole moment \( \mu \). A high dipole moment \( \mu \) is required to obtain a good orientation of the chromophores during the poling process through the torque exerted by the field on the chromophore (see Eqs. 62, 71 and 72). To maximize the orientational birefringence, a high polarizability anisotropy \( \Delta \alpha = (\alpha_{//} - \alpha_{\perp}) \) is desired. A high dipole moment \( \mu \) is even more important in this case because the index change is quadratic in dipole moment (see Eq. 77).

Based on the oriented gas model, one can define the following figure of merit for chromophores for orientational photorefractivity [71, 72]:

\[
Q_{OP} = N_{\text{max}}(A(T)\Delta \alpha \mu^2 + \beta \mu) 
\]

where \( N_{\text{max}} \) is the maximum density of chromophores that can be doped or functionalized in the low glass transition polymer composite before chromophore ag-

![Fig. 18a,b. Schematic of: a the total poling field; b the spatially modulated orientation of the dipolar molecules in the sample](image-url)
gregation or interaction occurs, and $A(T)$ is a scaling factor. The subscript $\text{OP}$ in $Q_{\text{OP}}$ stands for orientational photorefractivity.

The derivation of expressions for the electro-optic and birefringent contributions to the refractive index modulation in the case of orientational photorefractivity is more complex than for traditional photorefractivity. The tensors for the linear polarizability and the first hyperpolarizability are diagonal in the frame attached to the chromophores. In the case of a spatially uniform poling with the poling field applied along the laboratory $Z$ axis, the molecular axis $z$ usually coincides with the laboratory $Z$ axis after poling. Here, the poling direction is changing for each coordinate along the $X$ direction (i.e., along the grating) (see Fig. 18) and makes an angle $\xi(X)$ with the laboratory $Z$ axis [43, 73]. By applying matrix transformations and by retaining only terms that have the spatial frequency $K$, the following expressions are derived for the different contributions to the refractive index modulation for each polarization of the reading beam. For the orientational birefringence contribution one gets

$$\Delta n_{K,s}^{(1)} = \frac{-2\pi}{n} E_{\text{ext}} |E_{sc}| \cos \varphi$$

(110)

$$\Delta n_{K,p}^{(1)} =$$

(111)

$$\frac{2\pi}{n} E_{\text{ext}} |E_{sc}| \left[ 2 \cos \varphi \sin \alpha_1 \sin \alpha_2 - \cos \varphi \cos \alpha_1 \cos \alpha_2 + \frac{3}{2} \sin \varphi \sin(\alpha_1 + \alpha_2) \right]$$

with

$$B = \frac{2}{45} N (\alpha_{i//} - \alpha_{i\perp})^* \left( \frac{\mu^*}{k_B T} \right)^2$$

(112)

where the angles $\varphi$ and $\alpha_i$ are defined in Fig. 17. For the electro-optic contribution the expressions are

$$\Delta n_{K,s}^{(2)} = \frac{8\pi}{n} C E_{\text{ext}} |E_{sc}| \cos \varphi$$

(113)

$$\Delta n_{K,p}^{(2)} =$$

(114)

$$\frac{8\pi}{n} C E_{\text{ext}} |E_{sc}| \left[ \cos \varphi \cos \alpha_1 \cos \alpha_2 + 3 \cos \varphi \sin \alpha_1 \sin \alpha_2 + \sin \varphi \sin(\alpha_1 + \alpha_2) \right]$$

with

$$C = \frac{N \beta^* \mu^*}{15 k_B T}$$

(115)
Note that the field $E_{\text{ext}}$ in Eqs. (110), (111), (113), and (114) represents the total field applied between the ITO electrodes. Its component along the grating vector (which is represented by $E_0$ in Eqs. 88, 92, and 93) is given by $E_0 = E_{\text{ext}} \cos \varphi$.

All the orientational photorefractive properties discussed in this section are contingent on the ability of the chromophores to orient at the operation temperature, that is when the temperature is close to or above the glass transition temperature $T_g$. Most efficient photorefractive polymers to date are based on such orientational photorefractivity. However, polymers with high $T_g$ can be designed in which poling (orientation of the chromophores) is achieved at high temperature and frozen in the material, leading to a spatially uniform electro-optic coefficient. In this case, photorefractivity is described by the Pockels effect as in inorganic photorefractive crystals.

6.3 Examples of Organic Photorefractive Materials

In this section we will describe a few examples of photorefractive polymer composites that illustrate the flexibility in the design of such materials. Organic photorefractive materials can be divided into several classes: (i) crystals, (ii) guest/host systems, (iii) fully functionalized polymers, (iv) glasses, (iv) sol-gels and organic/inorganic hybrid materials, (v) liquid crystals, (vi) polymer stabilized and polymer dispersed liquid crystals. Each of these classes contain sub-classes. For instance guest/host systems can be based on: (i) an inert polymer binder or (ii) a photoconducting polymer binder. In addition, any of the functional molecules and polymers can have more than one functionality. For instance, some chromophores can have electro-active and photoconducting properties simultaneously. Owing to the numerous organic photorefractive materials that have been reported in the 1990s, we will not present here an exhaustive list of all the materials with their performance. For more information the reader is referred to some recent reviews of the field [2, 3, 74] and the references cited therein. Instead we will present examples of the components used to fabricate low $T_g$ photorefractive polymers: electro-active chromophores, sensitizers, plasticizers, and polymers.

Figure 19 shows examples of chromophores used in photorefractive polymers. DMNPAA and DEANST are widely used in photorefractive polymers and have been initially selected for their electro-optic properties. DMNPAA also exhibits high polarizability anisotropy and was used in the composites in which overmodulation of the diffraction efficiency could be observed in 105 µm-thick samples at applied fields of 60 V/µm, with net gain coefficients of 200 cm$^{-1}$. After the discovery of orientational photorefractivity, the design of chromophores was no longer driven by the electro-optic effect but rather by the orientational birefringence. DHADC-MPN and ATOP (chromophores (c) and (e) in Fig. 19) are examples of molecules that are close to the cyanine limit and have a high figure of merit (see
Eq. 109) for orientational photorefractivity. To date, photorefractive polymers based on these materials exhibit the highest dynamic range at the lowest applied field [51, 75]. Figure 20 shows the diffraction efficiency and gain coefficient in a sample doped with DHADC-MPN that has a shelf lifetime of several years. Such samples stored for 6 days at 70 °C did not show any signs of phase separation, illustrating that guest/host photorefractive polymers with high stability can be fabricated. However, despite their high dynamic range, polymers based on these chromophores have a rather slow response time (seconds). Photorefractive polymers with millisecond response times have been designed by using PDCST and AODCST (chromophores (b) and (d) in Fig. 19) [76]. Such molecules have fast orientational dynamics in a plasticized PVK matrix. The photorefractive speed in such samples is limited by the photoconducting properties of the composite. These chromophores are colored and cannot be used across the full visible spectral region. Another chromophore that leads to millisecond response times when doped in a plasticized PVK matrix is FTCN (molecule (f) in Fig. 19) [77]. This molecule is transparent in most of the visible spectrum but has lower efficiency compared with PDCST and AODCST. To fabricate photorefractive polymers containing transparent electro-active molecules, 5CB (molecule (h) in Fig. 19), a molecule
that is known for its liquid crystalline phase, has been used as a dopant in PVK [78].

To tune the sensitivity of a photorefractive polymer to a particular spectral region, the composite is doped with a sensitizer. Examples of widely used sensitizers are shown in Fig. 21. TNF was used in numerous polymers based on the photoconducting polymer PVK because mixtures of PVK/TNF were used in the first
commercial photocopiers and were extensively studied in the literature [54]. In most cases, the sensitizer itself does not absorb the light but rather the charge-transfer complex that is formed between the sensitizer and the molecule that enables charge transport. This charge-transfer complex exhibits a new absorption band that is different from any of the absorption of the two compounds. When the polymer composite is p-type, that is when the transport molecules have a donor-like character, the sensitizer is often a molecule with a strong acceptor character. In the case of an electron transport matrix, the sensitizer can be a donor-like molecule. Charge-transfer complexes are good sensitizers for photorefractive applications because they have a high photogeneration efficiency. Efficiencies of 100% have been reported recently in charge-transfer composites formed between triphenyldiamine derivatives and C$_{60}$ (molecule (a) in Fig. 21) [79]. The central wavelength of the charge-transfer band that be tuned by either changing the electron affinity of the acceptor-like molecule or the ionization potential of the donor-like molecule that form the complex. All molecules shown in Fig. 21 form a charge-transfer complex with PVK and often with some of the dopant electro-active molecules. While TNF and C$_{60}$ provide sensitivity in the red part of the spectrum, in particular at 633 nm that is widely used through the use of He:Ne lasers and semiconductor laser diodes, TNFDM enables near infra-red applications [80, 75].

Examples of polymers used in photorefractive applications are shown in Fig. 22. PVK and PSX both contain the carbazole moiety that has a donor-like character and provides for hole transport. Carbazole and some other hole transporting moieties have been widely used in the field of photorefractive polymers. The polarity of carbazole makes PVK a good matrix for a lot of the guest electro-active molecules. The choice of a polymer matrix is often dictated by its compatibility with

Fig. 21a–c. Examples of sensitizers: a fullerene C$_{60}$; b 2,4,7-trinitrofluorenone (TNF); c 2,4,7-trinitro-9-fluorenylidene-malononitrile (TNFDM)
some of the other functional molecules that form the photorefractive composite. Hence, inert polymers have been used in some instances. PTCB (polymer (c) in Fig. 22) has an excellent compatibility with DHADC-MPN (see Fig. 19c) and good optical quality. The lack of transport properties however is responsible for the slow response time of such samples. Other inert binders that have been used include poly(methylmethacrylate) (PMMA) [81, 82], poly(vinylbutyral) (PVB), polystyrene (PS), the polyimide Ultem [82], bisphenyl-A-polycarbonate (PC) [83], and poly(n-butyl methacrylate) (PBMA) [84]. Recently, an electron transporting photorefractive polymer (P-THEA) was reported [85]. The electron-transporting nature of the composite was confirmed by a reverse two-beam coupling compared with PVK-based materials. Electron transport was achieved through the thioxanthene unit (see polymer (d) in Fig. 22).

![Fig. 22a–d. Examples of polymers used in photorefractive composites: a poly(vinylcarbazole) (PVK); b carbazole substituted polysiloxane (PSX); c poly(methylmethacrylate-co-tricyclocdecymethacrylate-co-N-cyclohexylmaleimide-co-benzyl methacrylate) (PTCB); d thioxanthene containing polymer (P-THEA)](image-url)
In the photorefractive polymer composites described above, the value of the glass transition temperature $T_g$ is of great importance because it needs to be in a range where the electro-active chromophores can be reoriented by the photorefractive space-charge charge field. Adjustment of $T_g$ is done through the addition of a plasticizer. Examples of plasticizers are shown in Fig. 23. As for the polymer matrices, plasticizers can be photoconducting or inert. ECZ (molecule (a) in Fig. 23) is widely used with PVK. Inert plasticizers such as BBP (molecule (c) in Fig. 23) have also been combined with PVK [86].

In an effort to optimize simultaneously the dynamic range and the response time in a given material, an attractive design concept is to have an amorphous glass of a multifunctional molecule that combines photosensitivity, transport, trapping, and electro-activity. This way the transport properties do not get diluted when a large amount of electro-active dopant is used, and vice-versa. In addition, the material should be processable into thick films that have a good shelf lifetime. Photorefractive glasses were first developed with the bifunctional chromophore 2BNCM (molecule (a) in Fig. 24) [87]. These chromophores combine high birefringence with transport properties but unlike previous chromophores they do not crystallize. The glasses that are formed have high optical quality and long stability. Photorefractivity was observed in these glasses and the refractive index modulation amplitude was 1.5 times higher than that observed in DMNPAA-based photorefractive polymers. However, the speed of these materials was quite slow (of the order of a minute). Another monolithic approach based on multifunctional carbazole trimers (molecule (e) in Fig. 24) was reported [88]. The trimers have a low
Glass transition temperature and form films at room temperature with good optical quality. Mixtures of a bifunctional carbazole trimer and TNF as a sensitizer showed a net gain of 76 cm$^{-1}$ at an applied field of 30 V/µm.

If bifunctional molecules do not form glasses, they can be incorporated into polymer binders. Examples of bifunctional molecules are shown in Fig. 24. DT-NBI (molecule (b) in Fig. 24) was doped in PMMA and C$_{60}$ was used as a sensitizer. Diffraction efficiencies of 7%, sub-second grating growth times, and net two-beam coupling gain coefficients of 34 cm$^{-1}$ were observed in such samples [81]. DPANST (molecule (c) in Fig. 24) was doped into PBMA [84]. Recently, ms response times were reported in photorefractive glasses based on the bifunctional chromophore DRDCTA (molecule (d) in Fig. 24) doped with the plasticizer DOP (molecule (b) in Fig. 23) and C$_{60}$ as a sensitizer [89, 90].

![Fig. 24a–e. Examples of bifunctional chromophores for photorefractive applications: a N-2-butyl-2,6-dimethyl-4H-pyridone-4-yldenecyanomethylacetate (2BNCM); b 1,3-dimethyl1,2,2-tetramethylene-5-nitrobenzimidazoline (DTNBI); c 4-(N,N'-diphenylamino)-(β)-nitrostyrene (DPANST); d 4,4'-di(N-carbazolyl)-4''-(2-N-ethyl-4-[2-(4-nitrophenyl)-1-azo]anilinoethoxy)-triphenylamine (DRDCTA); e carbazole trimer](image-url)
Another approach to provide materials with long-term stability is to synthesize fully functionalized polymers. This route is more challenging than any of the guest/host approaches described so far and requires a major effort in chemical synthesis. It offers less flexibility than the guest-host approach. The performance of fully functionalized polymers has not yet reached the performance level of guest/host systems; however, several interesting materials have been proposed. Several materials including conjugated polymers were developed [91–94]. Other approaches are based on the combination of organic and inorganic materials such as in sol-gel approaches [95–96] and the use of inorganic semiconductor quantum dots as sensitizers [97].

In the amorphous organic photorefractive materials discussed above, the electro-active molecules are assumed to be non-interacting. Their orientation in an electric field requires consequently high field values (typically a few tens of V/µm). In contrast, liquid crystals exhibit electroactivity at much lower fields. Photorefractivity in liquid crystals was first demonstrated by Rudenko and Sukhov in the nematic liquid crystal 5CB (see molecule (h) in Fig. 19) doped with the dye rhodamine 6G [98]. Under excitation of an argon ion laser, the dye dissolved in the liquid crystal undergoes reversible heterolytic dissociation and leads to the formation of ions. The drift and diffusion of these ions in the mixture lead to a space-charge field that reorients the axis (or director) of the liquid crystal. Since this orientational effect is a Kerr effect and is quadratic in electric field, a d.c. field is applied to the sample. In contrast to photorefractive polymers for which the applied voltage is several kilovolts, here the applied d.c. voltage required for efficient wave-mixing effects is approximately 1 V for a 100 µm-thick film [99]. High photorefractive gain was observed in nematic liquid crystal mixtures of 5CB and 8OCB doped with electron donor and acceptor molecules [100]. In this case, mobile ions were produced through photoinduced electron transfer reactions between the acceptor \(N,N'\)-di(\(n\)-octyl)-1,4,5,8-naphthalenediimide and the donor perylene. Due to the large coherent length of a liquid crystalline phase, the resolution of these materials is limited. Therefore, most of the wave-mixing experiments were performed with writing beams intersecting in the sample with a small angle, leading to large values of the grating spacing. Consequently, most two-beam coupling experiments were performed in the thin grating limit and the data were analyzed with coupled-wave theory for thick gratings leading to large values of gain coefficients. These values cannot be compared with those measured in polymers in the thick grating limit. To improve the resolution of photorefractive liquid crystals, polymer stabilized nematic liquid crystals were designed [101]. In this case, the addition of low concentrations of a polymeric electron acceptor creates an anisotropic gel-like medium in which higher resolution is achieved. Unfortunately, this network does also slow down the ionic transport and increases the response time constant. Since transport of charge in photorefractive liquid crystals is achieved through ionic transport rather than intermolecular electronic hopping processes,
charge mobility is limited. Another approach that combines high speed, high resolution, and low field reorientation of a liquid crystalline phase is to use polymer dispersed liquid crystals. In such materials the space-charge field is written in a photoconducting polymer matrix as in a traditional photorefractive polymer. This space-charge field reorients the director of the liquid crystal droplets dispersed in the polymer matrix and leads to an effective refractive index modulation [102, 103]. In 105 µm-thick films of PMMA doped with ECZ as a transport material, TNFDM as a sensitizer, and the liquid crystal mixture TL202 purchased from Merck, overmodulation of the diffraction efficiency at a grating spacing of 3 µm was observed at an applied field of 8 V/µm as shown in Fig. 25 [104].

7 Applications

Optical media that can record elementary gratings, such as photorefractive polymers, are in high demand. In many fields, the decomposition of a signal into a superposition of harmonic functions (Fourier analysis) is a powerful tool. In optics, Fourier analysis often provides an efficient way to implement complex operations and is at the basis of many optical systems. For instance, any arbitrary image can be decomposed into a sum of harmonic functions with different spatial frequencies and complex amplitudes. Each of these periodic functions can be considered
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as an elementary grating. For real-time optical recording or processing applications, the material must have a dynamic response. In other words, the light-induced gratings should be erasable or be able to accommodate any changes in the light waves that are inducing them, in real time. Materials with such optical encoding properties allow for implementation of a wide range of optical applications ranging from reconfigurable interconnects, dynamic holographic storage, to optical correlation, image recognition, image processing, and phase conjugation. Therefore, materials where the optical encoding is dynamic and based on a periodic modulation of the refractive index are the focus of intense research. In this section we will provide some examples of applications that have been demonstrated so far with photorefractive polymers. As this new class of materials become more mature, a plethora of other applications are anticipated for the future.

Holographic storage has been a strong driver during the early development of photorefractive polymers. Early demonstration of hologram recording and retrieval was performed in DMNPAA:PVK:ECZ:TNF samples and was made possible by the high diffraction efficiency measured in 105 µm-thick samples [105]. More detailed assessments of their potential for holographic storage were conducted with the holographic storage test-bed developed at IBM. In samples of the composite 2BNCM:PMMA:TNF, single digital data pages could be stored and retrieved using only 1 part in 10^6 of the total dynamic range [87]. High-contrast 64-kbit digital data pages could be stored in 130 µm-thick DTNBI:PMMA:C_{60} samples placed near the Fourier plane in a 4-f recording geometry. Due to the limited thickness of the sample, only single data pages were stored. A global absolute threshold resulted in a readout BER (Bit Error Rate) of 1.5 × 10^{-4} [106]. By using polysiloxane polymers substituted with carbazole side-groups and doped with FDEANST and TNF, the IBM group demonstrated digital data recording at a density of 0.52 Mbit/cm² [107].

As a reconfigurable recording medium, photorefractive polymers have also been used for dynamic time-average interferometry [105], wave-front phase conjugation and phase doubling [108], and incoherent-to-coherent image conversion [108]. To demonstrate the technological potential of high efficiency photorefractive polymers in device geometry, an all-optical, all-polymeric pattern recognition system for security verification was demonstrated [109]. In this system, the photorefractive polymer was used as the real-time optical recording and processing medium. In the proposed security verification system, documents were optically encoded with pseudo-randomly generated phase masks and they were inspected by performing all-optical spatial correlation of two phase encoded images in a photorefractive polymer. To authenticate the document it was compared with a master, which was an exact copy of the mask. The hologram written by the interference of a reference beam and a laser beam going through the test mask formed a holographic filter for the master mask. If the two phase patterns matched, light was strongly diffracted by the photorefractive polymer. The detection of that light
provided a way to check the authenticity of the document that was tested. This system has many advantages: the use of a highly efficient photorefractive polymer as active material and its compatibility with semiconductor laser diodes keep the overall manufacturing cost to levels that are significantly lower than that of any previous proposed optical correlator. The system is fast because the processing is implemented optically in parallel. Furthermore, the high resolution of the photorefractive polymers allows the use of shorter focal length lenses in the 4-f correlator, thus making its design more compact compared with one using liquid crystal light valves. Figure 26 shows a photograph of a compact version of the system for security verification that was built.

While the previous application was based on real-time four-wave mixing effects, other applications rely on the strong coherent two-beam coupling effects observed in photorefractive polymers. Such applications include self-pumped phase conjugation mirrors [110]. In this case, high optical gain is required and was obtained by stacking several photorefractive polymer samples of PD-CST:PVK:BBP:C$_{60}$. A single pass optical gain of 5 could be demonstrated as shown in Fig. 27. Beam-coupling in photorefractive polymers can also be used for optical limiting [111]. In this case, the application relies on the existence of amplified scattering, an effect referred to as beam fanning [112, 113].
The real-time holographic recording properties of photorefractive polymers have also been exploited in medical imaging applications by performing time-gated holography [80, 114]. In this method a hologram is formed by the temporal overlap in the photorefractive polymer of the reference pulse and the first-arriving (least-scattered) light from the stretched image-bearing pulse. The filtering of the useful photons from the scattered photons is thus achieved in real time without any need for digital processing. The image carried by the ballistic light can then be reconstructed in real time via diffraction of a probe beam (pulsed or continuous-wave). An example of a reconstructed image using this technique is shown in Fig. 28. The imaging was performed in a degenerate four-wave mixing geometry using a femtosecond Ti:Sapp laser at 800 nm in the near infra-red. The object was an Air Force resolution target positioned behind a 10 mm-thick cell filled with a water suspension of polystyrene micro-spheres serving as a model scattering medium. The image was obtained after the laser beam carrying the information was passing through a 0.06% suspension of 0.5-µm microspheres, which is approximately nine mean free paths, or an effective optical density of 4. Performance achievable with photorefractive polymers was comparable to or exceeded what is typically achieved with photorefractive inorganic crystals. In addition, due to their low cost and their ability to be processed into large area films, photorefractive polymers have greater technological potential than their inorganic counterparts.
Other applications that were recently demonstrated with photorefractive polymers include homodyne detection of ultrasonic surface displacements using two-wave mixing [115]. With the development of new photorefractive polymers with response times in the millisecond range, numerous optical processing techniques can be performed at video rates. Image amplification and novelty filtering at video rates were demonstrated recently [116]. All-optical processing techniques compete with computational methods. Therefore, it is important that photorefractive polymers exhibit faster response times in the future.

8 Conclusion and Outlook

Despite the high efficiency of existing materials and their response times that enable applications at video rates, much effort is still needed in the field before this class of optical materials reaches its full potential. A lot of the early advances were made through the combination of different materials and did establish that photorefractive polymers were suitable for various real-time holographic applications that use low cost low power laser diodes. However, a rational design that leads to controlled properties is required to push these materials to their ultimate performance level. While design guidelines to optimize the refractive index change have been proposed and demonstrated experimentally, very little is known about the photoconducting properties of these multifunctional materials. Indeed, the origin of the photorefractive trap in materials doped with the sensitizer $C_{60}$ has only been discussed recently [69] and illustrates the need for further studies to develop a better understanding of the physical and chemical properties of these complex materials. Owing to the progress that is made in the field of organic optical
materials in general and the development of structure-property relationships in organic molecules and polymers, the future of photorefractive polymers looks bright. The ability to control the relative energy levels of the frontier orbitals of the different molecules that are doped into these polymer composites [70], as well as the electron transfer rates between these levels, will play an important role in the future. Current materials are amorphous or consist of nematic liquid crystalline phases. The development of new materials including supramolecular structures through nanofabrication technologies or hybrid materials that combine organic and inorganic materials will bring photorefractive polymers to new performance levels. Materials with microsecond response times will emerge with sensitivities extended to the telecommunication wavelengths. New applications for these materials will be generated as their performance, modeling, and manufacturing further advance.
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List of Symbols and Abbreviations

\( \mu_{\text{ind}} \)  dipole moment
\( e \)  electronic charge
\( r \)  induced displacement
\( P_{\text{ind}} \)  induced polarization vector
\( N \)  electron density
\( E \)  external electric field vector
\( \varepsilon \)  dielectric constant
\( \chi^{(n)} \)  optical susceptibility
\( \omega \)  optical frequency
\( n_c \)  complex refractive index
\( n \)  real part of refractive index
\( k \)  imaginary part of refractive index
\( I \)  intensity of light
\( c \)  speed of light in vacuum \((3 \times 10^8 \text{ ms}^{-1})\)
\( n_{\text{photon}} \)  the number of photons absorbed
\( N_m \)  the number of absorbing molecules per unit volume
\( F \)  photon flux of the light source
\( D \)  electron donor
\( A \)  electron acceptor
\( \lambda_{\text{max}}^{(\text{Abs})} \)  linear maximum absorption wavelength \((\text{nm})\)
\( \lambda_{\text{max}}^{(\text{Em})} \)  maximum emission wavelength \((\text{nm})\)
TPA  two-photon absorption
\( \alpha \)  attenuation coefficient
\( T, T_0, T_I \)  optical transmissivity of a medium
\( L \)  sample thickness \((\text{m})\)
\( \beta \)  non-linear absorption coefficient
\( \sigma_2 \)  molecular two-photon absorption cross-section \((\text{cm}^4 \text{GW}^{-1})\)
\( \sigma_2^{\ast} \)  molecular two-photon absorption cross-section \((\text{cm}^4 \text{s photon}^{-1})\)
\( N_A \)  Avogadro constant \((6.026 \times 10^{23})\)
Organics and Polymers with High Two-Photon Activities and their Applications

1 Introduction

Extensive research has been conducted in the field of multi-photon spectroscopy for the past several decades. However, until recently, multi-photon processes did not find widespread applications due to the small multi-photon absorptivity of materials. The contributions from several research groups to develop a new generation of multifunctional organic materials with sufficiently large multi-photon absorption cross-sections have opened up a number of novel applications in photonics and biophotonics.

Multi-photon absorption is the process that occurs through simultaneous absorption of photons via virtual states in a medium. Although it was theoretically predicted by Maria Göppert-Mayer in 1931 [1], the requirement of a high peak-power laser made the first experimental evidence of this non-linear phenomenon come 30 years later when Kaiser and Garret performed two-photon excitation in a CaF$_2$:Eu$^{2+}$ crystal [2]. Some early potential applications were demonstrated by Rentzepis in data storage [3] and by Webb in microscopy [4]. However, due to the relatively small two-photon absorption cross-sections of most materials, it found limited usage. Over the past few years, this non-linear effect in organic systems has drawn a great deal of attention [5, 6] because organic materials provide the flexibility to modify their structures at the molecular level and to optimize their non-linear optical response. Reports of new organic chromophores with enhanced two-photon absorptivities and up-converted fluorescence provided by our research group [7–12] and other groups [13–15] have initiated considerable interest in the development of highly efficient two-photon materials and opened up a myriad of new applications including two-photon up-conversion lasing [16–20], two-photon optical power limiting [7–9, 21–23], 3-D optical data storage [3, 24–28], two-photon excited fluorescence for non-destructive bio-imaging [29–35], and two-photon photodynamic therapy [36]. In this review article, we present recent significant achievements in the improved two-photon absorptivity and report some molecular designing parameters. The fundamental theories of the two-photon absorption process and the experimental probes to investigate this optical response are briefly discussed. Finally, some of the recent applications utilizing two-photon absorption are also presented.
2 Theoretical Background

The interaction of an organic medium with the external electrical or optical field can be described within the framework of a dielectric subjected to an electric field. The induced dipole moment in a molecule due to the applied field is given by:

\[ \mu_{\text{ind}} \equiv -er \]  

(1)

where \( e \) is the electronic charge and \( r \) is the induced displacement due to the field.

For the bulk medium, the polarization resulting from this induced dipole moment is given by:

\[ P_{\text{ind}} = -Ner \]  

(2)

where \( N \) is the electron density in the medium. In the cases with relatively low external field strength, the relationship between the induced polarization \( P_{\text{ind}}(E) \) in a medium and the applied field \( E \) is linear and can be expressed as:

\[ P_{\text{ind}}(E) = \chi^{(1)}E \]  

(3)

where \( \chi^{(1)} \) is the linear susceptibility and is related to the dielectric constant \( \varepsilon \) as:

\[ \varepsilon = 1 + 4\pi\chi^{(1)} \]  

(4)

It should be mentioned here that the term \( \chi^{(1)} \) is a second-rank tensor and has nine components because it is related to all the components of the polarization vectors and electric field vectors. Therefore, the dielectric constant is also a tensor of rank 2. The optical response of a medium at an optical frequency \( \omega \) can be represented equivalently by the complex refractive index \( n_c \) as:

\[ n_c^2(\omega) = \varepsilon(\omega) = 1 + 4\pi\chi^{(1)}\omega \]  

(5)

The complex refractive index can also be expressed as the sum of the real and the imaginary parts as:

\[ n_c = n + ik \]  

(6)

where the real part \( n \) corresponds to the dispersion of refractive index and the imaginary part \( k \) corresponds to linear absorption. If the external field is an intense electric field such as that generated by a high-power laser, the relationship between the polarization vector of the medium \( P_{\text{ind}} \) and the electric field vector \( E \) will no longer remain linear because, in this case, higher-order terms in the polarization can be quite significant. Therefore, Eq. (3) assumes the form:

\[ P(E) = \chi^{(1)}E + \chi^{(2)}EE + \chi^{(3)}EEE + \chi^{(4)}EEEE + \ldots \]  

(7)

where \( \chi^{(1)} \) is the linear susceptibility of the medium, \( \chi^{(2)}, \chi^{(3)}, \chi^{(n)} \) are the second-, third- and \( n \)-th order non-linear susceptibilities, respectively.
Molecular systems can interact with optical fields in two possible ways, one is through dissipative processes and the other one is through parametric processes. In parametric processes, there is an energy-momentum exchange between different modes of the optical field but there is no energy exchange between the optical field and the molecules in the system. However, in dissipative processes, the energy is exchanged between the optical field and the molecules through absorption and emission. Therefore, non-linear dissipative processes are related to multi-photon absorption. As mentioned above, the imaginary part of non-linear susceptibility corresponds to energy transfer from the optical field to the medium and this energy transfer rate can be expressed as [37]:

\[
\frac{dW}{dt} = <E \cdot P>
\]  

where \(E\) and \(P\) are the electric field and the polarization vectors, respectively. The brackets in this equation mean a time average over several cycles of the field. If we consider only dissipative processes in the expression for \(P\), the first term involving \(\chi^{(1)}\) describes a linear absorption. The even-order susceptibilities like \(\chi^{(2)}, \chi^{(4)}, \text{etc.}\) do not make a contribution to the dissipative processes except when the external field is a DC field. Therefore, the lowest-order non-linear absorption will be described by the imaginary part of \(\chi^{(3)}\), which corresponds to two-photon absorption, (Stokes) Raman gain or reverse (anti-Stokes) Raman attenuation and, similarly, the imaginary part of \(\chi^{(5)}\) relates to three-photon absorption. For monochromatic waves with frequency \(\omega\), Eq. (8) can be written as:

\[
\frac{dW}{dt} = \frac{1}{2} \omega \text{Im} (E \cdot P)
\]  

For a degenerate two-photon absorption process (absorbing two photons of the same frequency), Eq. (9) can be transformed into the following expression [6]:

\[
\frac{dW}{dt} = \frac{8\pi^2 \omega}{n^2 c^2} I^2 \text{ Im} (\chi^{(3)})
\]  

where \(I\) is the intensity of light and is defined as \(I = EE^* nc/8\pi\). From the equation, it should be noted that the rate of energy absorption in this non-linear absorption process is not linearly but quadratically dependent on the light intensity. Instead of using the extinction coefficient for a linear absorption process, two-photon absorption is described in terms of a cross-section \(\sigma_2\) (two-photon absorption cross-section, or TPA cross-section) as:

\[
\frac{dn_{\text{photon}}}{dt} = \sigma_2 NF^2
\]  

where \(dn_{\text{photon}}/dt\) is the number of photons absorbed per unit time, \(N\) is the number of absorbing molecules per unit volume, and \(F = I/h\nu\) is the photon flux.
of the light source. Because \( dW/dt = (dn_{\text{photon}}/dt) \ h v \), one can combine this relation with Eqs. (10) and (2), to obtain the following, commonly used theoretical expression for \( \sigma_2 \) [6]:

\[
\sigma_2 = \frac{8\pi^2 h v^2}{n^2 c^2 N} \\text{Im} \left( \chi^{(3)} \right)
\]  

(12)

The detailed experimental determination and conventional units for every physical term of the two-photon absorption cross-section will be discussed later in the characterization section.

3  
**Strategy for Molecular Design**

In order to realize the full potential of the two-photon technology, major improvements are necessary in the design and synthesis of highly active organic two-photon chromophores together with requirements of solubility and photostability for the practical purposes. To facilitate the design and synthesis of new, efficient dye molecules, an investigation is needed to establish well-defined structure-property relationships for a large number of organic structures with systematically varied molecular structural factors and precisely reproducible characterization of two-photon properties. Although a very detailed knowledge of molecular design parameters of new chromophores with enhanced two-photon absorption cross-sections has been lacking, several research groups over the past few years have attempted to define some design strategies. Here, we briefly collect and organize some of the molecular design concepts that have emerged from our collaboration with the Polymer Branch of the Materials Directorate at the Air Force Research Laboratory in Dayton. Some other relatively important structural motifs developed by other groups are also discussed.

The major design concept proposed by the U.S. Air Force Research Laboratory and our group [10] is based on the relationship between the molecular two-photon absorption cross-section and the imaginary component of the third-order, non-linear optical susceptibility, Eq. (12). Our initial study focused on two general organic structural types as illustrated in Fig. 1. Type I chromophores are symmetrical in nature consisting of a polarizable \( \pi \)-electron bridge in the middle, flanked with heterocyclic electron-deficient groups on either side. Type II chromophores are structurally asymmetrical molecules consisting of a highly fluorescent aromatic and/or olefinic bridge, end-capped by an electron-donor on one side and an electron-acceptor on the other side.

Based on this proposed design concept, a series of organic molecules was synthesized particularly for the imaging applications and studied at 800 nm, an optimum wavelength at which most organic materials and biological tissues have large
optical transparency. Also, widely available, mode-locked Ti-Sapphire lasers provide femtosecond pulses at this wavelength to produce efficient excitation. For this study, the challenge for the molecular design is to increase the molecular two-photon absorption cross-sections without shifting the two-photon absorption peak away from 800 nm. It was found that structural elements which can increase the effective conjugation length and polarizability of the molecule would enhance the molecular two-photon absorption cross-section. Fig. 2 presents the linear and non-linear optical properties of several representative chromophores synthesized by U.S. Air Force and investigated by our laboratory over the past few years. Some important structural factors/two-photon property relationships are also illustrated. The characterization methods and the units utilized for the molecular two-photon absorption cross-section ($\sigma_2$) are described in detail in the characterization section of this article. Two general criteria for increasing $\sigma_2$ at 800 nm can be derived from these studied organic structures:

1. Extending the $\pi$-conjugation length by incorporating more polarizable double bonds such as vinyl, heterocyclic, or aromatic moieties.
2. Increasing the planarity of the chromophore by utilizing fused aromatic rings as the $\pi$-bridge between the electron-donor and acceptor.

It should be noticed that the molecular design parameters described here are generally for the chromophores with their two-photon absorption peaks close to 800 nm because this is the wavelength of our interest for two-photon imaging applications. Furthermore, since the two-photon properties of these chromophores were measured by nanosecond pulses, it is possible that excited state absorption would enhance the reported $\sigma_2$ values. If one wishes to find out the absolute relationship between molecular structure and two-photon absorption cross-section of the studied molecules, the entire two-photon absorption spectra should be determined, although this measurement is not easy to conduct due to the lack of a high-power laser system providing a broad tunable range.
Recently, we have also applied some of the design strategies mentioned above into our chromophore systems by the combination of a polarizable stilbene as the \( \pi \)-bridge and a heterocyclic structure, oxadiazole, as the electron-acceptor. A new series of organic molecules with a multi-branched structure based on the linkage of two or three identical, asymmetric-type chromophore units to a common electron-donor group were synthesized [11]. Preliminary experimental results of their two-photon properties are promising and this molecular design may lead to new criteria for the development of multi-branched, multi-functional polymers and dendrimers with considerably enhanced two-photon absorptivities. The struc-
tures and optical properties of this newly synthesized multi-chromophore system are illustrated in Fig. 3. In collaboration with Professor Fréchet's group, we have also developed a dendritic system. These dendritic structures are functionalized with the analogue of our multi-branched chromophore (mentioned above) at the chain ends and we have studied their two-photon properties in that work [12].

Other research groups have also attempted to establish structure-property relationships by testing different organic functional groups as the building structures
for two-photon chromophores. Marder, Perry and coworkers have studied the effect of electron-donor strength on stilbene derivatives [13, 14]. Chromophores designed and synthesized in their study are all structurally symmetrical in nature and can be categorized into two different types: D-A-D type and A-D-A type. Fig. 4 shows the structures and the measured $\sigma_2$ values of an example from each type as reported by them. They also reported that the peak position of two-photon absorption occurs at wavelengths shorter than two times the linear absorption $\lambda_{\text{max}}$, which means that the excited states achieved through two-photon process are higher than those achieved via linear absorption.
Our collaborators, Kim, Lee and coworkers have also synthesized a series of novel two-photon chromophores by utilizing dithienothiophene (DTT) as the \( \pi \)-center [15]. The experimental result has shown that the DTT moiety leads to an enhancement of molecular two-photon absorptivity. We hypothesized that the dramatic improvement of \( \sigma_2 \) values is due to this rigid, planar and polarizable fused-terthiophene structure, which provides a significant reduction of the band gap and extension of \( \pi \)-electron delocalization. The chemical structures and the measured \( \sigma_2 \) values of these chromophores are depicted in Fig. 5.

Fig. 5. Chemical structures and optical properties of DDT-containing chromophores (Kim et al.). From [15]

\[
\begin{align*}
\lambda_{\text{max(Abs)}} &= 453 \text{ nm (479 nm shoulder)} \\
\lambda_{\text{max(Em)}} &= 512 \text{ nm (543 nm shoulder)} \\
\sigma_2 &= 810 \times 10^{-20} \text{ cm}^4 \text{ GW}^{-1}
\end{align*}
\]

\[
\begin{align*}
\lambda_{\text{max(Abs)}} &= 456 \text{ nm} \\
\lambda_{\text{max(Em)}} &= 565 \text{ nm} \\
\sigma_2 &= 483 \times 10^{-20} \text{ cm}^4 \text{ GW}^{-1}
\end{align*}
\]

Our collaborators, Kim, Lee and coworkers have also synthesized a series of novel two-photon chromophores by utilizing dithienothiophene (DTT) as the \( \pi \)-center [15]. The experimental result has shown that the DTT moiety leads to an enhancement of molecular two-photon absorptivity. We hypothesized that the dramatic improvement of \( \sigma_2 \) values is due to this rigid, planar and polarizable fused-terthiophene structure, which provides a significant reduction of the band gap and extension of \( \pi \)-electron delocalization. The chemical structures and the measured \( \sigma_2 \) values of these chromophores are depicted in Fig. 5.

It should be noted that all the measured molecular two-photon absorption cross-section values may vary significantly if the experimental conditions such as the used organic solvent, intensity level, and pulse duration of the laser probe beam or the method of measurement are different.
4 Characterization

In this section, we describe a number of experimental techniques that can be used to probe two-photon resonances.

4.1 Non-Linear Transmission

This method involves the measurement and study of the relation between optical input and output intensities. This relationship will be linear if there is no non-linear absorption process in the medium. Therefore, a deviation from linearity indicates non-linear absorption. The theoretical modeling presents a quantitative dependence of the output intensity on the input intensity, allowing one to know whether we are dealing with two-photon or even higher-order absorption. The corresponding non-linear absorption coefficient can be determined directly by using this method [21]. The only shortcoming of this technique is that we cannot distinguish whether the multi-photon absorption under study is a sequential, step-wise absorption through real states or a direct absorption through virtual states. The experimental set-up for nanosecond non-linear absorption measurements is shown in Fig. 6. Basically, we use a linearly polarized ~800 nm pulsed laser beam as the testing beam, which is provided by a dye laser system pumped with a frequency-doubled and Q-switched Nd:YAG laser source. This laser beam is focused

Fig. 6. Experimental set-up for nonlinear absorption measurement by nanosecond pulses
and passed through a quartz cuvette filled with the sample solution and the transmitted laser beam from the sample cell is detected by an optical power meter. Thus, if the tested sample does not have a linear absorption at 800 nm, only the transmissivity change due to pure non-linear absorption could be measured. According to the basic consideration of a TPA process, the beam intensity change along the propagation direction (z-axis) in the sample can be described as [23]:

\[
dI/dz + \alpha I + \beta I^2 = 0
\]

where \( \alpha \) is the attenuation coefficient due to linear absorption and scattering; \( \beta \) is the non-linear absorption coefficient due to TPA. The solution of Eq. (13) is

\[
I(z) = \frac{I(0)e^{-\alpha z}}{1 + (\beta/\alpha)I(0)(1 - e^{-\alpha z})}
\]

where \( I(0) \) is the initial intensity. In the case of small linear absorption, i.e., \( \alpha z < 1 \), Eq. (14) becomes

\[
I(z) = \frac{I(0)e^{-\alpha z}}{1 + \beta z I(0)}
\]

and the transmissivity of the non-linear medium can be written as

\[
T(z) = \frac{I(z)}{I(0)} = \frac{e^{-\alpha z}}{1 + \beta z I(0)} = \frac{T_0}{1 + \beta z I(0)} \Rightarrow T_0 = T_i.
\]

Here, \( T_0 \) is the linear transmissivity independent of \( I(0) \), and \( T_i \) the non-linear transmissivity dependent on \( I(0) \). From Eq. (16) the non-linear absorption coefficient \( \beta \) can be experimentally determined easily by measuring the non-linear transmissivity \( T_i \) for a given input intensity \( I_0 \) and a given sample thickness \( L \). If the beam is focused nearby the sample and a Gaussian transverse distribution in the non-linear medium can be assumed, the non-linear transmissivity \( T_i \) should be modified as [23]:

\[
T_i = [\ln(1 + I_oL\beta)]/I_oL\beta
\]

4.2 Up-Converted Fluorescence Emission

The basic idea of this method is to investigate the dependence of the fluorescence intensity on the excitation intensity because this relation determines the order of the non-linearity [8, 38–40]. For example, a quadratic dependence corresponds to a two-photon absorption process and a cubic dependence refers to a three-photon absorption. By means of a tunable excitation light source, one can also map the dispersion of the multi-photon transition, the resulting multi-photon excitation...
spectra of the studied sample provide important information on the transition probabilities. One example of this method is provided by an organic crystal, DEANST ([4-N,N-diethylamino]-β-nitrostyrene) [41], as the studied sample [38]. Fig. 7 shows the relative two-photon induced fluorescence intensity as a function of the 1.06 µm pump intensity. The measured data (hollow circles) are in good agreement with the best fitting curve (the square law, \( y = ax^2 \)), which indicates that a two-photon absorption process occurs within the sample during excitation.

4.3 Transient Absorption

This technique utilizes a pulse pump-probe experiment and monitors the absorption of a weak probe beam in the presence of a strong pump beam. Fig. 8 depicts the experimental set-up for a two-beam pump-probe experiment, which includes homodyne and heterodyne Kerr gate measurements and polarization-controlled transient absorption measurement. Generally, the input beam is produced from an amplified pulse laser system with 1 KHz repetition rate, which can produce picosecond or femtosecond pulses. This pumping light beam is divided into two beams by a beam-splitter with an intensity ratio of 30:1; therefore, the one with the stronger intensity will act as the pump and the weaker one will be the probe. The position of the sample is where these two beams focus and overlap spatially. The time delay between the pulses from these two beams is controlled by a retroreflec-
A prism placed on a translator stage and moved with a stepper motor. When the pump beam and the probe beam temporally overlap at the sample position (focus point), there will be a sharply increased absorption of the latter because of the direct two-photon absorption. The probe pulses are gradually delayed in time with respect to the pump pulses and the transmission (or absorption) of the probe beam through the sample is measured as a function of the delay time. Absorption of the probe beam for a non-zero time delay points to absorption from excited states.

**Fig. 8.** Femtosecond two-beam pump-probe experimental set-up for Kerr gate and transient absorption measurement. P: polarizers; M: mirrors; PBS: Pellicle beam splitter; Ap: aperture; RR: retroreflector

**Fig. 9.** Chemical structure and time-resolved two-photon induced transient absorption of 0.01 M PRL-101 solution in chloroform.
states. Therefore, this time-resolved measurement provides information on the relative roles of direct two-photon absorption and excited states absorption [42]. Fig. 9 depicts the transient absorption signal for our newly synthesized two-photon chromophore, PRL-101, in chloroform solution by utilizing femtosecond pulses. The imaginary part of $\chi^{(3)}$ is here responsible for the pump/probe beam coupling and the fast component of the transient absorption signal (the peak). The change of the imaginary part of the linear susceptibility gives the long tail. Since there is no linear absorption at our experimental wavelength (~800 nm) of the ground state molecules, this long tail effect is due to the linear absorption of the excited molecules.

### 4.4 Four-Wave Mixing

In a four-wave mixing experiment, two pulses cross the medium at an angle to form interference and produce intensity modulation. This intensity modulation will lead to complex refractive index modulation, which can be probed by the diffraction of a probe beam in the time-resolved study. Therefore, one can monitor the delay and the build-up of the refractive index grating. For a material with no non-linear absorption, the detected signal will be proportional to the cubic power of the input intensities. If a studied material exhibits two-photon absorption, the detected signal will have one contribution from the coherent four-wave mixing process which has a cubic power dependence on the intensity and the other contribution from the population grating process which shows a fifth power dependence on intensity if the excited state produced by this non-linear absorption has a sufficiently long lifetime. Thus, from the dependence of the detected signal on the input intensity, one can obtain useful information to determine both the real and imaginary parts of $\chi^{(3)}$ [43].

### 4.5 Z-Scan Technique

The Z-scan technique, developed by Sheik-Bahae et al. [44, 45], offers a useful way to probe both the non-linear refractive index and the non-linear absorption coefficient $\beta$ of a sample. In the Z-scan experiment, a laser beam is focused to a minimum waist at the focal point $z_o$ along the propagation direction (z-axis) of this beam. By moving the sample along the z-axis, the light intensity in the sample is varied. When the sample is placed away from the focal point, no non-linear processes can be observed in the sample because the light intensity is too low. The light intensity within the sample is increased when the sample is moved toward the focus, producing non-linear processes. The consecutive recording of the relative power transmitted through the sample as a function of the sample position pro-
vides important information about the real part (the refractive index change) and the imaginary part (the intensity-dependent absorption coefficient) of $\chi^{(3)}$. Fig. 10a is the experimental set-up for the femtosecond Z-scan arrangement utilized in our laboratory. A typical signal for a pure solvent where only the refractive effect (focusing and defocusing effect) can be observed by means of the D1 detector through an aperture is shown at the top of Fig. 10b. An induced two-photon absorption of a dye solution which is measured by the D2 detector with an open aperture, a characteristic V-shape signal representing a strong non-linear absorption, is illustrated at the bottom of Fig. 10b. Here, we present one of our examples that uses the Z-scan method with femtosecond pulses to obtain effective molecular two-photon absorption cross-section (Fig. 11). It should be noticed that the $\sigma_2$ values obtained from this method are much smaller than the values obtained from nanosecond experiments. The possible reason is the excited state absorption being
manifested in the nanosecond pulses experiment, and thus enhancing the observed non-linear absorption [46].

5 Applications

In this section, we include several important representative applications based on two-photon absorption and up-converted emission processes either in photonics or biophotonics fields, which have been demonstrated by our research group.

5.1 Optical Power Limiting

Optical power limiting effects and devices are drawing more and more interest in the field of non-linear optics and opto-electronics. The principle of optical limiting is based on the fact that a large change in input signal will only lead to a small output change [7]. There are several different mechanisms which can lead to an optical limiting behavior. Some examples are reverse saturable absorption (RSA), two-photon absorption (TPA), non-linear refraction, and optically triggered scattering. Here, we present the optical limiting behavior achieved using a two-photon chromophore, compound 6 in Fig. 2 [9]. This compound shows great solubility in many common organic solvents and very strong two-photon absorption in the so-

Fig. 11. V-shape signal of a 0.01 M two-photon dye solution, PRL-501, in THF from a non-linear transmission Z-scan experiment.
Fig. 12. Measured non-linear transmission of a 1-cm-path solution of compound 6 (of Fig. 2) in benzene of d₀ = 0.045 mol L⁻¹ as a function of the input intensity of the ∼800 nm laser beam. From [9]
Before the sample solution was used, a relative fluctuation of ±50%, as shown in Fig. 14a, was found. After passing through the solution of compound 6, much less fluctuation for the output laser beam was observed as shown in Fig. 14b. The measured two-fold reduction of the peak intensity fluctuation is basically in agreement with the prediction from the solid curve in Fig. 13.

5.2 Up-Converted Lasing

Frequency up-converted lasing is an important research area and has become more promising in recent years because this technique provides several main advantages when compared to other coherent frequency up-conversion techniques:
1. elimination of phase-matching requirement,
2. accessibility of using the semiconductor lasers as pump sources, and
3. capability of adopting waveguide and fiber configurations.
So far, there are two major technical approaches that have been used to achieve frequency up-conversion lasing. One is based on direct two-photon (or multi-photon) excitation of a gain medium, the other on sequential stepwise multi-photon excitation. The earliest report of two-photon pumped (TPP) lasing was from in a PbTe crystal at 15 K [47]. The pump wavelength was 10.6 µm, and the lasing wavelength was ~6.5 µm. Although TPP lasing action has also been observed in a number of other semiconductor crystals [48–51], a low operating temperature (10~260 K) was required. On the other hand, there are some reports of TPP lasing
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behavior in organic dyes with “cavity-less” lasing or superradiation (directionally amplified spontaneous emission) [52–58]. Moreover, due to the small two-photon absorptivity of commercial laser dyes, the efficiencies of TPP lasing performance reported so far have been relatively low. Two of the multifunctional chromophores synthesized in our laboratory; trans-4-[p-(N-ethyl-N-hydroxyethyl-amino)steryl]-N-methylpyridium tetraphenylborate (ASPT), and 4-[N-(2-hydroxyethyl)-N-(methyl)aminophenyl]-4’-(6-hydroxyhexylsulfonyl)stilbene (APSS), have been used as very effective two-photon pumped lasing media in different geometries and in different host matrices. The chemical structures of these chromophores are shown in Fig. 15. ASPT shows a strong two-photon absorption at 1.06 µm, with up-converted yellow-red fluorescence and lasing at ~600 nm [18] while APSS can be pumped at 800 nm and exhibits two-photon pumped lasing at 555 nm [16]. We have reported the first solid-state two-photon pumped “cavity” lasing in an ASPT dye-doped polymer rod [19]. Both of these chromophores have high solubility in many common organic solvents. It is also possible to dope them into the sol-gel/polymer composites and obtain two-photon pumped solid-state lasing. Furthermore, we also have achieved two-photon pumped lasing from an APSS-solution-filled hollow-fiber and the lasing threshold was as low as 0.1 mJ [20].

5.3 3-D Data Storage

The development of multimedia and electronic communication networks has triggered the need for data storage which is expected to exceed $10^{20}$ bits per storage media. Due to this astronomical increase in the requirement of data storage, intense research activity is going on to find alternate methods and storage media for such a large amount of data. Recently, the focus has shifted from two-dimensional to three-dimensional storage. Several approaches to three-dimensional (3-D) optical data storage, such as, holographic recording with photorefractive media and photopolymers [59–61], hole burning [62], and photon echo [63], are currently being investigated. The use of two-photon processes for optical data storage was first introduced by Rentzepis [3] and, since then, there have been several reports
also proposing the use of two-photon processes for optical data storage [24–28]. The advantages of two-photon based memory systems are:

1. volume storage with high data storage densities up to the order of $10^{12}$ bits/cm$^3$,
2. fast read/write speed,
3. feasibility of random access, and
4. low cost storage media.

Since the two-photon excitation has a quadratic dependence on the pump intensity, the excitation and subsequent photoreaction related to the writing process occurs only in the near vicinity of the focal point. An excellent axial resolution during the writing process is possible due to this property of two-photon induced processes. The basic components of a two-photon memory are:

1. a medium which can exhibit a change in its optical properties (absorbance, fluorescence, refractive index, etc.) after two-photon absorption,
2. appropriate read and write beams, and
3. a mechanism to precisely access any volume element in the medium.

We have already demonstrated 3-D data storage by using a two-photon confocal microscope (to write and read) [26]. Here we present a data storage system based on the two-photon induced spectral shift of a dye which permits the use of a simple, low-power and inexpensive CW laser for read back, thus avoiding the usage of complicated and expensive pulsed laser system [26]. To demonstrate this tech-
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**Fig. 16.** (a) Molecular structure of AF240; (b) Image of one-photon readback data which was written inside of a polymeric storage medium by the two-photon process. From [26]
nique we used poly(methyl methacrylate) (PMMA) doped with AF240, a two-photon dye from U.S. Air Force, as the storage medium [26]. A tightly focused pulsed IR beam (a Ti:Sapphire laser operating at 800 nm with a pulse width 80 fs and a repetition rate of 90 MHz as light source and a high NA objective for focusing) were used to write barcodes in the polymer medium. Necessary software and hardware were developed to convert computer-generated images or barcodes into the medium. In this storage medium, the linear absorption and fluorescence properties of the written spots are red-shifted compared to the unwritten region. Here the written spots show linear absorption at 500 nm and emission at 570 nm, making it possible to use a readback system comprised of a green laser as the excitation source and confocal detection of the emission at 570 nm. Similar techniques were used to write barcodes into different polymer/dye composites utilizing the change in emission or refractive index of a two-photon dye. Based on these techniques, we were able to write multiple layers of information in a single polymer block at a vertical separation of 6 microns, and up to a depth of couple of hundred microns. Fig. 16 shows the molecular structure of AF240 and one example of the readback images of multilayer-stored information in this study.

5.4 3-D Micro-Fabrication

In recent years, three-dimensional micro-fabrication by direct laser writing or laser rapid-prototyping has been attracting a great deal of interest for its various applications to micro-electromechanical system (MEMS) [64], 3-D optical waveguide circuitry [65–67], 3-D optical data storage [3, 24–28], etc. Up to now, most of the optical circuitry sensors and actuators were fabricated by conventional lithography and an etching process on silicon substrates, which includes many complicated and time-consuming steps. On the other hand, laser rapid-prototyping enables computer-aided, single-step generation of three-dimensional structures by laser-induced photo-polymerization or photo-cross-linking. This process not only avoids the usage of photoresists or masks but also favors the complex pattern fabrication. Furthermore, because of limited depth access in bulk materials based on one-photon (or linear) absorption-induced photo-polymerization, it is necessary to perform a layer by layer fabrication.

Recently, we have developed a new approach using non-linear absorption in an organic chromophore to enhance the resolution and to access the volume of a pre-fabricated bulk material [67]. This new approach is based on the specific property of a two-photon process, which can localize the reaction or polymerization and improve the resolution of the fabricated structure. Two-photon processes can avoid the problems of linear absorption and hence the laser light can penetrate deeply into the material without loss, which gives the advantage of volume access. Fig. 17 shows some examples of fabrication of single mode and multimode chan-
channel waveguides and splitters inside a pre-fabricated bulk, which were produced in our laboratory [68].

5.5 Two-Photon Fluorescence Microscopy

Confocal fluorescence microscopy is a tool commonly used to generate three-dimensional (3-D) images of biological materials such as tissues and cells [69, 70]. A laser scanning confocal microscope in fluorescent mode detects the fluorescence emission from a sample which is generally stained with a fluorescent dye (fluorophore) and excited by visible or UV laser light through single-(or one) photon excitation. The fluorophore may be chemically an integral part of the system or just physically dispersed. The emitted fluorescence, which is at a longer wavelength (towards red) than the excitation source, is detected by a photodetector, commonly a photomultiplier tube (PMT) in conjunction with a spatial filter in the form of a

Fig. 17. Confocal microscope images of (a) Y-branch channel waveguide where two branches are splitting horizontally. (b) 1 × 4 splitter. From [68]
confocal aperture, which allows only fluorescence emitted from the focal point to pass through to the photodetector. In this way, any fluorescence that is out of focus will be eliminated. A scanning mechanism raster scans the beam over a plane of the volume to be imaged and by repeating this process over successive planes along the optical axis, a complete 3D image of the sample can be obtained. Although one-photon confocal microscopy has found wide usage, it has some serious limitations. For example, the penetration depths of UV or visible excitation light in many organic materials are small due to the extensive linear attenuation. This normally limits the depth in a material that can be probed by means of conventional confocal microscopy. Furthermore, using UV/visible light for excitation increases photobleaching and autofluorescence from either the studied samples or optical components. The advent of two-photon confocal laser scanning microscopy (2PCLSM) or two-photon laser scanning microscopy (2PLSM) has improved this situation. Two-photon fluorescence microscopy was first demonstrated by Denk et al. in 1990 [4]. This combines the unique properties of two-photon absorption with the features offered by conventional confocal microscopy. Multi-photon excitation in confocal microscopy is a non-destructive evaluation technique, which provides a significant advantage in the gain of three-dimensional resolution, image contrast, and probing depth [32–35]. Basically, in multi-photon microscopy, one uses a direct two- or three-photon pumped non-linear absorption to excite a fluorophore, which then fluoresces. In this process, the pumping wavelength is longer (towards the IR), while the emission is up-converted to the visible. Because this non-linear absorption is highly intensity-dependent, strong absorption and subsequent emission occurs very localized at the focal point (within an appropriate pumping intensity range) which provides the opportunity to increase the axial resolution, even without the spatial filtering by a confocal aperture. Since the multi-photon absorption process is relatively much weaker than the linear absorption, and the wavelength is in the near IR, the penetration depth in the sample can be very long. Therefore, one can easily study structures with depth profile and investigate the surface, the bulk, and any underlying interface. The use of infrared laser light for excitation in two-photon microscopy technology opens up the entire visible spectrum for multiple detecting channels (multi-channel microscopy). One can use different color fluorophores in different components of a system to conduct multi-color, multi-photon confocal microscopy and selectively probe different regions or sites. Here we present the most recent published data that used 2PCLSM for optical tracking of the cellular pathway in a chemotherapy which has been widely used in the treatment of cancers [31]. For this we synthesized a new dye, C625 (an APSS derivative), with strong two-photon fluorescence and functional groups for chemical attachment to many kinds of bio-molecules such as peptides. We have successfully coupled the chromophore (C625) to a chemotherapeutic agent AN-152. The chemical structure of the complex AN-152:C625 is illustrated in Fig. 18. AN-152 is made by coupling the cytotoxic agent doxorubicin
(Dox) to the luteinizing hormone-releasing hormone (LH-RH) analogue, [D-Lys<sup>6</sup>] LH-RH, and it is a promising new drug used in chemotherapy [71, 72]. We used this drug-chromophore complex system to track the entry of the chemotherapeutic agent into the cancer cells by two-photon laser-scanning microscopy. Fig. 19 shows the entry pattern of the tagged drug inside a eukaryotic cancer cell. Using this technique, it is possible to identify the accumulation of the drug in different parts of the cell, with time. This approach can be further extended by cou-
pling an efficient two-photon probe to many other biologically active molecules such as proteins, peptides, nucleic acids, etc. and track them optically either in vitro or in vivo in real-time with minimal photo-damage to the cells.

5.6 Two-Photon Photodynamic Therapy

Photodynamic therapy (PDT) is a novel treatment that involves a photosensitizer in the presence of light to produce a cytotoxic (cell death) effect on cancerous cells [73]. The modern PDT technique was pioneered by Dougherty in 1970s [74, 75]. In brief, PDT requires three elements: a photosensitizer, oxygen, and light. The photosensitizer is an efficient generator of singlet oxygen which is believed to act as a cytotoxic agent in PDT. Upon the absorption of light, the photosensitizer is excited to a short-lived singlet state from which it undergoes an intersystem crossing to a triplet state with a longer lifetime. In the presence of atmospheric oxygen, which has a triplet ground state, the most efficient reaction is the triplet-triplet annihilation. After this reaction, the photosensitizer is restored to its ground state and the singlet oxygen which is highly reactive and causes permanent damage to living tissue is generated at the same time. With the recent approval by the Food and Drug Administration (FDA) of Photofrin®, a porphyrin, as the photosensitizer, PDT has found wide application for cancer treatment. Photofrin has several absorption peaks around 400–500 nm and the strongest one is at 420 nm. However, the penetration depth of light at these wavelengths in living tissue is minimal. Thus, there is a trade-off between the penetration depth and the photosensitizer excitation efficiency. Conventionally, PDT uses the laser emission at 630–650 nm but at this wavelength, the tissue penetration is only about 2–4 mm, the photodynamic therapy effect is generally seen up to a depth 2–3 times greater. Thus, the largest attainable depth is about 15 mm, but in most cases it is less than the half of this depth. Therefore, the increase of light penetration is considered to be an important task to improve the clinical efficiency of PDT. The wavelength with better transmission (or penetration) through tissues lies around 800–1100 nm, which is in the near-infrared region and may be used for exciting the photosensitizer via two-photon absorption. Current photosensitizers themselves do not exhibit sufficiently large two-photon absorption cross-sections to provide practical significance and also the high intensities required to excite these photosensitizers by two-photon absorption may cause damage to healthy tissue. Therefore, we have proposed a new approach to PDT by using one of the efficient two-photon chromophores to be either in the proximity or chemically attached to a photosensitizer [36]. In this approach, a two-photon dye is excited by short laser pulses; it transfers the energy to a photosensitizer after being de-excited. The photosensitizer is thus excited to the singlet state from which the same sequence of energy transfer occurs as mentioned earlier and produces the singlet oxygen. A comparison of the tradi-
ional and proposed novel approaches is depicted in Fig. 20. The preliminary in vivo studies were conducted in mice and have shown encouraging results [36]. However, further experiments are needed to investigate and increase the energy transfer efficiency.

6 Polymeric Materials

Although the two-photon chromophores mentioned above provide high two-photon absorption cross-section values and stronger frequency up-conversion emission than commercialized dyes, there are two major drawbacks for using these molecular materials for applications:
1. Photo-degradation and/or photo-bleaching caused by intense light.
2. Aggregation at high concentration.

In order to resolve this problem, several efforts have been made to develop novel polymeric materials for photonics [76–81] as they provide the following advantages:
1. Higher concentration of the absorptive and fluorescent centers without aggregation.
2. Improved optochemical and optophysical stability upon intense radiation.
3. Ease of processing and selective thermal cross-linkable to produce glassy and/or gel-type polymeric framework structures, which may be more suitable for some photonic applications.

Polymeric conjugation structures based on poly(p-phenyleneethynylene) (PPE) and poly(p-phenylenevinylene) (PPV) backbones have drawn much attention and
are well-known in the light-emitting diodes research field because of their electro-
luminescent properties. Through the chemical modification of their main chain
structures, one can obtain various electronic structures which may lead to differ-
ent spectral and optical properties.

Recently, we have reported the two-photon property and optical power limiting
performance of a polymer derivative, based on the backbone of PPE [22]. PPE and
its derivatives exhibit large photoluminescence quantum efficiency in both solu-
tion and solid states [82] and have been successfully used as the emission layer in
electroluminescence devices [83, 84] as well as a photoluminescent polarizer in
liquid crystal displays [85–87]. We have investigated the two-photon property of
poly(2,5-dialkoxy-p-phenyleneethynylene) (EHO-OPPE), which is a rigid and
conjugated polymer with electron-donating long chain alkyloxy functional groups
on each repeat unit. Some other third-order, non-linear optical properties of this
polymer have also been investigated earlier [88]. The chemical structure and optical
properties of EHO-OPPE are shown in Fig. 21. The optical power limiting per-
formance of this polymeric material is demonstrated in Fig. 22. Our group, in col-
laboration with Professor Jin’s group in Korea, has investigated the two-photon
properties of PPV-based conjugated polymers synthesized in Professor Jin’s labo-
ratory [89, 90]. In this PPV-based polymer system, the pendent groups play an im-
portant role to affect the chromophoric interaction on polymer chains and cause
differences in the effective π-conjugation length as well as in the two-photon prop-
erty. Fig. 23 depicts the chemical structures and our preliminary measured values
of two-photon absorption cross-section of some representative polymers (includ-
ing MEH-PPV, a well-known electroluminescent material as a comparison), uti-
lizing nanosecond pulses.

For frequency up-conversion lasing application, we have synthesized a partially
cross-linked, fluorescent polymer system and demonstrated the two-photon

\[ \lambda_{\text{max}}(\text{Abs}) = 446 \text{ nm} \]
\[ \sigma_2 = 80 \times 10^{-20} \text{ cm}^4 \text{ GW}^{-1} \]

Fig. 21. Molecular structure and measured optical properties of EHO-OPPE. From [22]
pumped frequency up-converted cavity lasing phenomenon by utilizing 1064 nm as the pumping wavelength [91]. The major components involved in this homogeneous, cross-linked co-polymer are the chromophore, 4-[bis(2-hydroxyethyl)amino]-N-methylstilbazolium iodide (DHASI), the coupling agent, tolylene-2,4-diisocyanate (TDI), and the monomer, 2-hydroxyethyl methacrylate (HEMA). Compared to low-molecular weight organic dyes, this cross-linked polymeric structure provides the advantage that one can control and build up the concentration of the fluorescent centers without any aggregation problem. Furthermore, the thermal and mechanical properties are also judiciously tunable in this co-polymer system.

The chromophore, DHASI, was synthesized by coupling 4-[N,N-bis(2-hydroxyethylamino)benzaldehyde and 4-methyl-N-methylpyridium iodide under catalytic reaction conditions. To prepare this homogeneous polymer, a certain amount of DHASI was dissolved in a mixture of HEMA and DMF. The coupling reagent, TDI, was added to this mixed solution dropwise at room temperature followed by adding an extra amount of HEMA and the radical-forming agent, 1,1’-azobis(cyclohexanecarbodinitrile). This reaction mixture was then heated up to 60 °C for

Fig. 22. Measured optical power limiting performance of a EHO-OPPE polymer solution. From [22]
148 hours for polymerization. The molecular structure of DHASI and the repeat unit of this cross-linked polymer, poly(DHASI-HEMA), are shown in Figs. 24a and b, respectively.

In order to test the two-photon pumped, up-conversion lasing performance of this polymer, a polymer rod of 13 mm length with two polished ends was prepared. This polymer rod was placed in a 20 mm long glass cell filled with a refractive index-matching transparent liquid to reduce the influence of the non-optical polishing quality of the two ends [92]. The 1064 nm pumping beam provided by
a Q-switched pulsed Nd:YAG laser source was focused by a lens at the point slightly before the polymer rod to avoid any possible damage to the studied sample. The spectral structure of the lasing output was measured by using a grating spectrograph in conjunction with an optical multi-channel analyzer system. The spectra of the single-photon-induced emission and the frequency up-conversion cavity lasing at various pumping energy levels of this polymer rod are shown in Fig. 25.

7 Summary

Novel organic structures either in molecular or polymeric forms with highly efficient two-photon absorbing and up-converting properties have currently opened up various potential applications in photonics and biophotonics including optical power limiting, up-converted lasing, 3-D data storage, 3-D microfabrication, two-photon fluorescence microscopy, bioimaging, and two-photon photodynamic therapy as described in detail in this article. The development of more advanced equipment and characterization techniques for the study of optical non-linearities...
will not only help synthetic chemists gain insight into structure-property relationships and subsequently contribute to the strategy of molecular design but will also inspire materials scientists to explore new applications based on the two-photon absorption phenomenon.
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